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WHEN DO TWO PLANTED GRAPHS HAVE THE SAME
COTRANSVERSAL MATROID?

FEDERICO ARDILA AND AMANDA RUIZ

Abstract. Cotransversal matroids are a family of matroids that arise from
planted graphs. We prove that two planted graphs give the same cotransversal
matroid if and only if they can be obtained from each other by a series of local
moves.

1. Introduction

Cotransversal matroids are a family of matroids that arise from planted
graphs. The goal of this short note is to describe when two planted graphs give
rise to the same cotransversal matroid.

The paper is organized as follows. In Section 2 we recall some basic def-
initions and facts in matroid theory, including the notions of cotransversal
and transversal matroids. In Sections 3 and 4 we introduce the operations
of swapping and saturating on a planted graph, and prove that they preserve
the cotransversal matroid (Theorems (3.2) and (4.2.1)). In Section 5 we prove
a crucial lemma on transversal matroids. Finally in Section 6 we prove our
main result: two planted graphs give rise to the same cotransversal matroid
if and only if their saturations can be obtained from each other by a series of
swaps (Theorem (6.1)).

This paper is inspired by an analogous work of Whitney on presentations
of graphical matroids. He showed in [10] that two graphs give rise to the
same graphical matroid if and only if they can be obtained from each other by
repeatedly applying three operations. Our main theorem is also analogous to
Bondy [3] and Mason’s [5] elegant theorem that a transversal matroid has a
unique maximal presentation. In Sections 4 and 5 we will explain how our
theorem and theirs are connected by matroid duality, and we will see the need
to resolve several subtleties that do not arise in that dual setting.

2. Preliminaries

Matroids can be thought of as a notion of independence, which generalizes
various notions of independence occuring in linear algebra, field theory, graph
theory, and matching theory, among others. We begin by recalling some basic
notions of the theory of matroids. For a more thorough introduction, we refer
the reader to [2], [7], [9].
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Definition (2.1). A matroid (E,B) consists of a finite set E and a nonempty
family B of subsets of E, called bases, with the following property: If Ba, Bb ∈ B
and x ∈ Ba − Bb, then there exists y ∈ Bb − Ba such that (Ba − x) ∪ y ∈ B.

A prototypical example of a matroid consists of a finite collection of vectors
E spanning a vector space V , and the collection B of subsets of E which are
bases of V .

Matroids have a useful notion of duality, as follows.

Definition (2.2). If M = (E,B) is a matroid then B∗ = {E − B | B ∈ B} is
also the collection of bases for a matroid M∗ = (E,B∗), called the dual of M.

Note that (M∗)∗ = M . This allows us to talk about pairs of dual matroids.
Duality behaves beautifully with respect to many of the natural concepts on

matroids. In particular, the general theory makes it straighforward to trans-
late many notions and results (e.g. definitions, constructions, and theorems)
about M into “dual” notions and results about M∗.

(2.1) Cotransversal and transversal matroids. We are particularly inter-
ested in two families of matroids arising in graph theory and matching theory.
First we define cotransversal matroids, which are the main object of study of
this paper. A vertex of a directed graph G is called a sink if it has no outgoing
edges. A routing is a set of vertex-disjoint directed paths in G.

Definition (2.1.1). A planted graph (G, B) is a directed graph G with vertex
set V having no loops or parallel edges, together with a specified set of sinks
B ⊆ V .

Theorem (2.1.2). ([6], [7]). Given a planted graph (G, B) on V , there is a
matroid L(G, B) on V whose bases are the sets of |B| vertices that can be routed
to B through vertex-disjoint directed paths.

Any matroid M that arises in this way is called cotransversal, and a planted
graph giving rise to it is called a presentation of M .

Example (2.1.3). Figure 1 shows a planted graph G with a specified set of
sinks, B = {4, 5, 6}. The bases of the cotransversal matroid M = L(G, B) are
all 3-subsets of {1, 2, 3, 4, 5, 6} except 245 and 356.

Figure 1. A planted graph (G, B) with B = {4, 5, 6}.
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Now we define transversal matroids, another important family.

Definition (2.1.4). Let S be a finite set. Let A = {A1, . . . , Ar} be a family of
subsets of S. A system of distinct representatives (SDR) of A is a choice of an
element ai ∈ Ai for each i such that ai 6= aj for i 6= j. A transversal is a set
which can be ordered to obtain an SDR.

Theorem (2.1.5). ([7]). Given a family A = {A1, . . . , Ar} of subsets of S,
there is a matroid on S whose bases are the transversals of A.

A matroid that arises in this way is called a transversal matroid, and A is
called a presentation of it. We can also view A = {A1, . . . , Ar} as a bipartite
graph between the “top” vertex set [r] = {1, . . . , r} and the “bottom” vertex set
S, where top vertex i is connected to the elements of Ai for 1 ≤ i ≤ r. The
SDRs ofA become maximal matchings of [r] into S in this bipartite graph. We
will use these two points of view interchangeably.

Example (2.1.6). Let S = {1, . . . , 6} and A = {{1, 2, 3, 4, 5, 6}, {2, 4, 5},
{3, 5, 6}}. The bases of the resulting transversal matroid M∗ are all 3-subsets
of {1, 2, 3, 4, 5, 6} except 124 and 136.

Note that the cotransversal matroid M of Example (2.1.3) is dual to the
transversal matroid M∗ of Example (2.1.6). This is a special case of a general
phenomenon:

Theorem (2.1.7). ([1], [4], [7]). Cotransversal matroids are precisely the
duals of transversal matroids.

Cotransversal matroids were originally called strict gammoids. Ingleton
and Piff ’s discovery of Theorem (2.1.7) prompted their newer, widely adopted
name.

3. Swapping

In this section we introduce the swap operation on planted graphs, and show
that it preserves the cotransversal matroid.

In a planted graph, denote the edge from vertex i to vertex j by eij .

Definition (3.1). Let (G, B) be a planted graph, and let i /∈ B, j ∈ B be such
that eij ∈ G. The swap operation swap(i, j) turns (G, B) into the planted graph
(G, B)i→j = (G′, B′) by

• replacing eij ∈ G with eji ∈ G′,

• replacing every other edge of the form eik in G with ejk ∈ G′, and

• replacing the sink j ∈ B with the new sink i ∈ B′.

Figure 2 illustrates the operation swap(i, j); the set B is represented by
large, black vertices. Note that swap(j, i) is a two-sided inverse of swap(i, j).

Theorem (3.2). Swaps preserve the cotransversal matroid: If (G, B) is a
planted graph, and i /∈ B, j ∈ B are such that eij ∈ G, then L((G, B)i→j) =
L(G, B).
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Figure 2. The operation swap(i, j); sinks are drawn as large black vertices.

Proof. Since swap(i, j) is invertible, it suffices to show that any set of ver-
tices which could be routed to B in (G, B) can be routed to B′ in (G, B)i→j =
(G′, B′).

Let A be a basis of L(G, B), and consider a routing R from A to B. Let pab

be the path in R which goes from a to b, and let v be the vertex of A which gets
routed to j. We consider three cases: (i) v is routed through i to get to j, (ii) v
is routed to j without going through i, and i is not in any other route of R, and
(iii) v is routed to j without going through i, and i is in some other route of R.

(i) Since eij is in G, we can assume that R uses the path pvj = (v, . . . , i, j)
from v to j. As a result of the operation swap(i, j) we have B′ = B − j ∪ i.
The operation swap(i, j) does not affect the path from v to i, or any other paths
in R. We can replace the path pvj in R with the path p′vi = pvj − eij of G′,
and let the other paths of the routing stay the same. Therefore A is a basis of
L(G′, B′).

(ii) Since i is not on the route from v to j, no edges along the path pvj are
affected by the swap, so v still has this path to j in G′. Also eji ∈ G′, so the
path p′vi = pvj ∪ eji in (G′, B′) routes v to i and doesn’t intersect the other paths
of the routing. We obtain that A is a basis of L(G′, B′).

(iii) Let w be the vertex of A which is routed through i to some sink b ∈ B,
b 6= j, as shown in Figure 3. As a result of swap(i, j), the path pwb in (G, B)
gets blocked at the edge eik. We can use the truncated path p′wi = (w, . . . , i)
in (G′, B′) as a route from w to i ∈ B′. To complete a routing we need a path
leaving v ∈ A and arriving at b ∈ B′. The path pvj in G is unaffected in G′,
and ejk ∈ G′ since eik ∈ G. So we can use the old path pvj and the new edge
ejk ∈ G′ to pick up the old path from k to b; this does not intersect any other
path in the routing R. It follows that A is a basis of L(G′, B′).

4. Saturation for cotransversal matroids

In this section we will see that every presentation (G, B) of a cotransversal
matroid M = L(G, B) can be “saturated” in a unique way into a maximal
planted graph (G, B) ⊇ (G, B) such that M = L(G, B). This is done by adding
to (G, B) all missing edges that will not affect the cotransversal matroid. This
was essentially proved in [3, 5]; to explain it, we need to take a closer look at
the duality between cotransversal and transversal matroids.
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Figure 3. Case (iii): Rerouting v and w.

(4.1) Duality between transversal and cotransversal matroids revis-
ited. In Theorem (2.1.7) we saw that transversal matroids and cotransversal
matroids are dual to each other. We will need a slightly stronger version of
this statement.

Theorem (4.1.1). ([4]). Let M and M∗ be a pair of dual cotransversal and
transversal matroids on V . Then there is a bijection that maps a planted graph
presentation of M to a presentation of M∗ together with an SDR.

The previous theorem is implicit in [4]. For that reason we omit its proof,
but we describe the bijection.

Given a planted graph presentation (G, B) of M , let Ai := {i}∪{u | eiu ∈ G}
for each i ∈ V −B. The sets Ai with i ∈ V −B make up a presentation of M∗,
and the matching of i with Ai is an SDR for those sets.

In the opposite direction, consider a presentation A = {A1, A2, . . . , Ak} of
M∗ and an SDR a1, . . . , ak. For each x ∈ Aj with x 6= aj , draw the directed
edge from aj to x in G. Let B be the complement of {a1, . . . , ak}. This will give
a presentation of M .

The reader may find it instructive to check that the planted graph presen-
tation of M in Example (2.1.3) is dual to the presentation of M∗ in Example
(2.1.6) with SDR (1, 2, 3).

(4.2) Saturating a graph. As mentioned in Section 2, theorems about a ma-
troid M can often be translated automatically into “dual” theorems about the
dual matroid M∗. This is very useful for our purposes. In their foundational
work on transversal matroids, Bondy [3] and Mason [5] explained how the dif-
ferent presentations of a transversal matroid are related to each other. Using
Theorem (4.1.1), we will now “dualize” their work, to obtain for free several
useful results about the presentations of a cotransversal matroid.

The statements in this section are not difficult to show directly. Since they
are dual to results in [3] and [5], we omit their proofs.

Theorem (4.2.1). ([3], [5]). For any planted graph (G, B) there exists a
unique maximal planted graph (G, B) containing (G, B) such that L(G, B) =
L(G, B). We call (G, B) the saturation of (G, B).

Theorem (4.2.1) is all that we need to prove our main result, Theorem (6.1).
In the rest of this section, which is logically independent from the remainder
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of the paper, we describe how one constructs the saturation (G, B) of (G, B).
First we need some definitions.

Definition (4.2.2). Let M = (E,B) be a matroid. Let K ⊆ E and let BK be a
basis of K. The contraction of M by K, denoted M/K, is the matroid on E−K
whose bases are the sets B′ ⊆ E −K such that B′ ∪ BK is a basis of M .

It is known ([9] Chapter 5); that any contraction L(G, B)/K of a cotransver-
sal matroid is also cotransversal. To obtain an explicit presentation of it, we
first need a presentation (G′, B′) of L(G, B) with |K ∩B′| = r(K), where r(K) is
the maximum number of paths in a routing from K to B in (G, B). To construct
it, start with the planted graph (G, B). If |K ∩B| < r(K), there must be a path
from some k ∈ K to some b ∈ B−K. Performing successive swaps on the edges
along this path, one obtains a new presentation (G1, B1) where B1 = B− b ∪ k
satisfies |K ∩ B1| > |K ∩ B|. By repeating this procedure, we will eventually
reach a presentation (G′, B′) of the matroid with |K ∩ B′| = r(K).

Finally, delete from (G′, B′) the vertices in K and all the edges incident to
them. It is easy to check that the resulting planted graph is a presentation of
the contraction L(G, B)/K.

Definition (4.2.3). Let v be a vertex of a planted graph (G, B). The claw of v
in (G, B) is Kv = v ∪ {i | evi ∈ G}.

Recall that a loop in a matroid is an element that does not occur in any basis
of the matroid. In a cotransversal matroid L(G, B), a loop is a vertex of G from
which there is no path to B. The following proposition tells us which edges we
can add to (G, B) without changing the cotransversal matroid.

Proposition (4.2.4). ([3], [5]). Let (G, B) be a planted graph and let v and
w be two vertices of G with v /∈ B. Then L(G ∪ evw, B) = L(G, B) if and only if
w is a loop in L(G, B)/Kv.

Therefore, to construct the saturation (G, B) of a planted graph (G, B), one
successively saturates each vertex v /∈ B as follows: one contracts the matroid
by the claw Kv, finds the loops in the resulting planted graph, and connects
v to those loops. In Proposition (4.2.4), the condition for adding the edge evw

depends only on the matroid L(G, B) and the claw Kv, neither of which is
affected by the saturation of a different vertex v′ 6= v. It follows that one can
saturate the vertices in any order, and one will always end up with the same
graph (G, B).

5. An exchange lemma for transversal matroids

Theorem (5.1). ([3], [5]). A transversal matroid has a unique maximal
presentation: For every family A = {A1, . . . , An} of subsets of a set S there is
a unique family A = {A1, . . . , An} of inclusion-maximal subsets of S such that
Ai ⊆ Ai for 1 ≤ i ≤ n, and A and A give rise to the same transversal matroid.

The following lemma on SDRs will be crucial later on.
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Lemma (5.2) (SDR exchange lemma). Suppose that A = {A1, . . . , Ar} satis-
fies the dragon marriage condition:1 for all nonempty sets {i1, . . . , ik} ⊆ [r] we
have |Ai1 ∪ Ai2 ∪ · · · ∪ Aik

| ≥ k + 1. Then for any two SDRs M and M ′ of A,
there is a sequence M = M1, . . . , Ms = M ′ of SDRs of A such that Mi and Mi+1
differ in exactly one position for 1 ≤ i ≤ s− 1.

Proof. Construct a graph H in which the vertices are the SDRs of A and
two SDRs are connected by an edge if they differ in only one position. We need
to prove that H is connected.

Suppose H is not connected. Consider two SDRs Mb = (b1, . . . , br) and
Mc = (c1, . . . , cr) in distinct components of H. Assume Mb and Mc are chosen
so that the Hamming distance |Mb −Mc|, i.e. the number of positions where
Mb and Mc differ, is minimal. We consider the following two cases.

(i) If {b1, . . . , br} 6= {c1, . . . , cr}, then for some i we have bi /∈ {c1, . . . , cr}.
Then M ′c = (c1, . . . , bi, . . . , cr) is an SDR in the connected component of Mc, and
satisfies |Mb −M ′c| < |Mb −Mc|.

Figure 4. Case (ii): T is partitioned into three parts according to the dark
and light SDRs Mb and Mc.

(ii) Suppose {b1, . . . , br} = {c1, . . . , cr}. We can partition the vertices of our
bipartite graph T into three parts based on the matchings Mb and Mc, as
shown in Figure 4. (The dotted edges will be explained later.) Part I consists
of the vertices of T that are neither in Mb nor in Mc. Part II consists of the top
vertices i such that bi = ci, and the bottom vertices matched to them. Part III
consists of the remaining vertices.

The dragon marriage condition gives |S| ≥ r + 1, so there is some di ∈
Ai such that di /∈ {b1, . . . , br}. Therefore M ′b = (b1, . . . , di, . . . , br) and M ′c =
(c1, . . . , di, . . . , cr) are SDRs which are in the connected components of Mb and
Mc. We must have bi = ci, or else |M ′b −M ′c| < |Mb −Mc|. In Figure 4, this
means that there are no edges from the top of Part III to Part I.

1This name is due to Postnikov, and originates as follows. Suppose that S is the set of women
and {1, . . . , r} is the set of men in a village, and let Ai be the set of women who are willing to
marry man i. A dragon comes to the village and takes one of the women. When is it the case that
all the men can still get married, regardless of which woman the dragon takes away? Postnikov
showed that this is the case if and only if A satisfies the dragon marriage condition.
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By the dragon marriage condition, the top of Part III must be connected to
the bottom of Part II. Define a zigzag path to be a path such that:
• its starting point is a vertex in the top of Part III,
• this is the only vertex of Part III it contains, and
• every second edge is a common edge of the matchings Mb and Mc.
We claim that there is at least one zigzag path that ends in Part I. To verify

this, consider the set U of vertices in the top that can be reached by a zigzag
path starting from the top of Part III. Note that every top vertex in Part III is
in U. By the dragon marriage condition, some vertex in U must be connected
to a vertex d in the bottom of the graph that is not matched to U in Mb and
Mc. If d was in Part II, it would be matched in Mb and Mc to a top vertex
A /∈ U; the edge from d to A would complete a zigzag path that contains A,
contradicting our definition of the set U. Therefore d is in Part I.

Consider a zigzag path to d starting at Aj , as shown in Figure 4. Now
construct new SDRs M ′b and M ′c by unlinking bj and cj from Aj in Mb and Mc

respectively, as well as all the edges of Mb and Mc along the zigzag path P .
Instead, in both Mb and Mc, rematch the vertices along the edges of path P
which were not used by Mb and Mc; these are dotted in Figure 4. Figure 5
shows the resulting new matchings M ′b and M ′c in this example. Now note that

Figure 5. The new matchings M ′
b and M ′

c .

|M ′b−M ′c| < |Mb−Mc|, and M ′b and M ′c are in the same connected components
of H as Mb and Mc, respectively. This is a contradiction, and we conclude that
H is connected.

6. The main result

We have now laid all the necessary groundwork to present our main theo-
rem.

Theorem (6.1). Two planted graphs (G, B) and (H, C) have the same co-
transversal matroid if and only if their saturations (G, B) and (H, C) can be
obtained from each other by a series of swaps.

Proof. The backward direction follows from Theorems (3.2) and (4.2.1). Now
suppose (G, B) and (H, C) are presentations of the same cotransversal matroid
M . When we apply the bijection of Theorem (4.1.1) to them, both saturations
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(G, B) and (H, C) must give rise to the unique maximal presentation A of the
dual transversal matroid M∗. They correspond to different matchings M1 and
M2 of A.

Since A has at least one matching, we have |Ai1 ∪ · · · ∪ Aik
| ≥ k for all

{i1, . . . , ik} by Hall’s theorem. If we have |Ai1∪· · ·∪Aik
| = k for some {i1, . . . , ik},

then all the elements of Ai1 ∪ · · · ∪Aik
are in every basis of M∗. Such elements

are called coloops of M∗ and they correspond to loops in M . By maximality,
the loops of M form a complete subgraph in both (G, B) and (H, C). This is
because loops have no path to the sinks; so they cannot be connected to vertices
having paths to the sinks, but they can have any possible connection among
themselves. We can then restrict our attention to the non-loops of M , where
the dragon marriage condition is satisfied.

Applying Lemma (5.2), we can get from M1 to M2 by exchanging one element
of the matching at a time. One easily checks that these matching exchanges in
the bipartite graph correspond exactly to swaps in the corresponding planted
graphs under the bijection of Theorem (4.1.1). It follows that one can get from
(G, B) to (H, C) by a series of swaps, as desired.

We end by illustrating Theorem (6.1) with two examples.

Figure 6. The planted graphs given by A = {{1, 2, 3, 4, 5, 6}, {2, 4, 5},
{3, 5, 6}} with SDRs (1, 2, 3), (1, 2, 5), and (3, 2, 5), respectively.

Example (6.2). Figure 6 shows three saturated planted graph presentations
of the cotransversal matroid of Example (2.1.3). They correspond to the dual
maximal presentationA = {{1, 2, 3, 4, 5, 6}, {2, 4, 5}, {3, 5, 6}} of the transver-
sal matroid of Example (2.1.6), with SDRs (1, 2, 3), (1, 2, 5), and (3, 2, 5), respec-
tively. Note how one-position exchanges in the SDRs correspond to swaps in
the planted graphs.

Example (6.3). Let M be the cotransversal matroid on {1, 2, 3, 4, 5} with
bases {14, 15, 24, 25, 34, 35, 45}. Figure 7 shows the graph of saturated planted
graph presentations of M , where two planted graphs are joined by an edge la-
belled ij if they can be obtained from one another by swap(i, j). There are nine
saturated presentations in two isomorphism classes. We have drawn one rep-
resentative from each isomorphism class; every other saturated presentation
is obtained from one of these two planted graphs by relabelling the vertices.
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Figure 7. The graph of saturated presentations of a cotransversal matroid.
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ON BOUNDS FOR SOME GRAPH INVARIANTS

ISIDORO GITLER AND CARLOS E. VALENCIA

Abstract. Let G be a graph without isolated vertices, α(G) and τ(G) be the
stability number and the covering number of G, respectively.

The paper is divided in two parts: In the first part we study the minimum
number of edges that a k-connected graph can have as a function of α(G) and
τ(G). In particular, we obtain the following lower bound:

q(G) ≥ α(G)− c(G) + Γ(α(G), τ(G)),

where q(G) is the number of edges of G, c(G) is the number of connected
components of G and

Γ(α(G), τ(G)) = (α(G)− s)
„
r
2

«
+ s

„
r + 1

2

«
,

where α(G) + τ(G) = rα(G) + s with 0 ≤ s < α(G).
This is a solution to an open question posed by Ore in his book [11], pag.

216; which indeed is a variant for connected graphs of a celebrated theorem
of Turán [12].

In the second part of this paper, we study the relations between α(G), τ(G)
and δ(G) = α(G) − σv(G), where the σv-cover number of a graph, denoted by
σv(G), is the maximum natural numberm, such that every vertex ofG belongs
to a maximal independent set with at least m vertices. The main theorem of
this part states that

α(G) ≤ τ(G)[1 + δ(G)].
In the last section, we discuss some conjectures related to this theorem.

1. Introduction

Given a graph G = (V (G), E(G)), a subset M ⊆ V (G) is a stable set if no
two vertices in M are adjacent. We say that M is a maximal stable set if it is
maximal with respect to inclusion. The stability number of G is given by

α(G) = max{|M| |M ⊂ V (G) is a stable set in G}.

Also, C ⊆ V (G) is a vertex cover for a graph G if every edge of G is incident
with at least one vertex in C. Moreover, the vertex cover C is called a minimal
vertex cover if there is no proper subset of C which is a vertex cover. It is
convenient to regard the empty set as a minimal vertex cover for a graph with
all its vertices isolated.

The vertex covering number of G, denoted by τ(G), is the number of vertices
in a minimum vertex cover in G, that is, the size of any smallest vertex cover
in G. Note that a set of vertices in G is a maximal stable set if and only if its
complement is a minimal vertex cover for G, thus α(G) + τ(G) = |V (G)|.
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This paper has two main parts. In the first part we solve a problem posed
by Ore in his book [11], pag. 216, research prob. 1; whose statement is:

Determine the connected graphs satisfying α(G) < k (3 ≤ k ≤ |V (G)|) and
having a minimal number of edges.

This question was completely solved by Turán [12] (see also [11], pages 214–
216) when the word connected is removed. In the connected case, we completely
solve the question by giving a tight lower bound on the number of edges of a
graph of a given order and with given stability number (Theorem (2.2) for
connected graphs). This result was independently proved by J. Christophe
et al. in [3]. We include the full classification of all optimal graphs (those
achieving the bound). A preliminary version of Theorems (2.2) and (3.1) and
Lemma (2.8) appear by first time in [5] and [6]. The corresponding result for
2-connected graphs together with a full classification of the optimal graphs
is also included (Theorem (2.1.1)). The classification of the connected and 2-
connected optimal graphs was obtained independently in [2].

In the second part of the paper we prove the inequality α(G) ≤ τ(G)(1+δ(G))
where δ(G) = α(G)− σv(G) and σv(G) is the largest m, such that every vertex
of G belongs to an independent set of size m. As a corollary we obtain α(G)−
|αcore| ≤ τ(G)−|τcore|, where theαcore and the τcore are defined as the intersection
of all maximum-size stable sets and the intersection of all minimum-size vertex
coverings, respectively.

The origin of our interest in the study of these relations comes from mono-
mial algebras. More precisely, the stability number α(G) of a graph G, is equal
to the dimension of the Stanley-Reisner ring associated to the graph G, and
the covering number τ(G) of G is equal to the height of the ideal associated to
the graph G. Finally, σv(G) is an upper bound to the depth of this ring.

From the algebraic point of view, an important class of rings is given by
those rings R such that their dimension is equal to their depth. The rings
in this class are called Cohen-Macaulay rings. A graph is Cohen-Macaulay if
the Stanley-Reisner ring associated to it is Cohen-Macaulay. If a graph G is
Cohen-Macaulay, then δ(G) = 0 ([14], Proposition 6.1.21). Note that this is a
necessary, but not a sufficient condition. The family of graphs with δ(G) ≥ 1
corresponds to the Stanley-Reisner rings that have a large depth. Moreover,
the dimension minus the depth is bounded below by δ(G), and hence δ(G) is a
measure of how far these rings are from being Cohen-Macaulay.

The outline of the article is as follows: We begin with Section 2, where we
solve the low connectivity (one and two connected) versions of Turán’s theorem
as thoroughly explained above. In this section we give a lower bound for the
number of edges of a graph as a function of its stability and covering numbers
(Theorem (2.2)) together with a characterization of q-minimal (Lemma (2.8))
and {q, 2}-minimal (2-connected) graphs (Theorem (2.1.1)).

In section 3 we study some relations between the stability and covering
numbers of a graph. Specifically, we prove the main result (Theorem (3.1)) of
this section, which is an inequality that gives an upper bound for the stability
number of a graph with respect to the covering number and δ(G) = α(G)−σv(G).
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This result generalizes an inequality given in [4] which was only valid for B-
graphs. Then we introduce the αcore and the τcore of a graph and relate them by
an inequality with the stability and covering numbers of the graph. Finally, we
give a series of conjectures that relate several invariants of graphs forB-graph
and hypergraphs.

In this article all graphs are supposed to be finite and simple (i.e., without
loops and multiple edges). Let G = (V,E) be a graph with |V | = n vertices
and |E| = q edges. Given a subset U ⊂ V , the neighbour set of U, denoted by
N(U), is defined as N(U) = {v ∈ V | v is adjacent to some vertex in U}.

A subset W of V is called a clique if any two vertices in W are adjacent. We
call W maximal if it is maximal with respect to inclusion. The clique number
of a graph G is given by

ω(G) = max{|W | |W ⊂ V (G) is a clique in G}.

The complement of a graph G, denoted by G, is the graph with the same
vertex set as G, and edges all pairs of distinct vertices that are nonadjacent in
G. Clearly, W is a clique of G if and only if W is a stable set of G, and thus
ω(G) = α(G).

A subgraph H is called an induced subgraph of G, denoted by G[V (H)], if
H contains all the edges {vi, vj} ∈ E(G) with vi, vj ∈ V (H).

A non-empty graph G is called connected if any two of its vertices are linked
by a path in G. A graph G is called k-connected (for k ∈ N) if |V (G)| > k and
G \X is connected for every set X ⊆ V (G) with |X| < k.

2. Low connectivity versions of Turán’s theorem

In this section, we study the minimal number of edges ink-connected graphs.
Theorem (2.2) establishes a lower bound for the number of edges of a graph
G as a function of α(G), τ(G) and its number of connected components, c(G).
As a byproduct of the proof of Theorem (2.2), we find a bound for 2-connected
graphs and determine the graphs for which these bounds are sharp.

A Turán graph, denoted by T (a, t), is a graph of order a+ t consisting of the
disjoint union of a − s cliques of order r = ba+t

a c and s cliques of order r + 1,
where a + t = ra + s with 0 ≤ s < a.

For a graph G = (V,E), we denote by q(G) the cardinality of its edge set
E(G). We say that a k-connected graph G is {q, k}-minimal, if there is no
graph G′ such that

(i) G′ is k-connected,
(ii) α(G′) = α(G),

(iii) τ(G′) = τ(G), and
(iv) q(G′) < q(G).

We say that an edge e of a graphG is an α-critical edge if α(G−e) = α(G)+1.
A vertex v of a graph G is a τ-critical vertex if τ(G− v) = τ(G)− 1. A connected
graph G is called α-critical (τ-critical) if all its edges (vertices) are α-critical
(τ-critical). In Chapter 12 of the book of Lovasz and Plummer [10] some of
the basic properties of α-critical graphs can be found. For instance, Corollary
12.1.8 in [10] says that every α-critical graph is 2-connected. Also, by Lemma
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12.1.2 in [10], if G is an α-critical graph without isolated vertices, then α(G) =
α(G − v) for all v ∈ V (G). Using the previous observation and the fact that
α(G) + τ(G) = |V (G)| we can conclude that if G is an α-critical graph, then G
is a τ-critical graph.

For simplicity a {q, 1}-minimal graph will be called a q-minimal graph.
Hence, if G is q-minimal, then either α(G) < α(G − e) or c(G) < c(G − e) for
all the edges e of G (note that α(G) < α(G − e) if and only if τ(G) > τ(G − e)).
That is, an edge of a q-minimal graph is either α-critical or a bridge. Therefore
the blocks (a maximal connected subgraph without a cutvertex) of a q-minimal
graph are α-critical graphs.

In order to bound the number of edges of a graph we introduce the following
numerical function. For any natural numbers a and t, let

Γ(a, t) = (a − s)
(
r
2

)
+ s

(
r + 1

2

)
,

where a + t = ra + s with 0 ≤ s < a. In other words, r = 1 +
⌊
t
a

⌋
and

s = t− a
⌊
t
a

⌋
.

Lemma (2.1). Let a and t be natural numbers, then

(i) Γ(a, t) = min
{ a∑

i=1

(
zi
2

)
:z1 + · · ·+ za = a + t and zi ≥ 0 for all 1 ≤ i ≤ a

}
.

(ii) Γ(a − 1, t) − Γ(a, t) ≥ 1
2 (
⌊
t
a

⌋2 −
⌊
t
a

⌋
) =

(⌊
t
a

⌋
+ 1

2

)
≥ 0 for all a ≥ 2 and

t ≥ 1.

Moreover, Γ(a − 1, t) − Γ(a, t) =
(⌊

t
a

⌋
+ 1

2

)
if and only if 1 +

⌊
t
a

⌋
≥ t

a−1

and
(⌊

t
a

⌋
+ 1

2

)
= 0 if and only if 0 ≤ t < a.

(iii) Γ(a, t)− Γ(a, t− 1) = 1 +
⌊
t−1
a

⌋
=
⌈
t
a

⌉
for all a ≥ 1 and t ≥ 2.

(iv)
k∑
i=1

Γ(ai, ti) ≥ Γ(
k∑
i=1

ai,
k∑
i=1

ti) for all ai ≥ 1 and ti ≥ 1.

Furthermore, if a1, a2 ≥ 2, then

Γ(a1, t1) + Γ(a2, t2) = Γ(a1 + a2, t1 + t2)

if and only if either
⌊
t1
a1

⌋
=
⌊
t2
a2

⌋
,
⌊
t1
a1

⌋
−
⌊
t2
a2

⌋
= 1 and t1 = r1a1 or⌊

t2
a2

⌋
−
⌊
t1
a1

⌋
= 1 and t2 = r2a2.

(v)
⌈

2(a−1+Γ(a,t))
a+t

⌉
= 1 +

⌊
t
a

⌋
+ L, where −1 ≤ L ≤ 1.

Moreover, L = −1 if and only if a = 1.

Proof. (i) For a = 1 the result is trivial. For a ≥ 2 we use the next observa-
tion: Let n,m ≥ 1 be natural numbers with n > m + 1, then(

n
2

)
+
(
m
2

)
>

(
n− 1

2

)
+
(
m + 1

2

)
.
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Let a ≥ 2 and t ≥ 1 be fixed natural numbers, (z1, . . . , za) ∈ Na such that∑a
i=1 zi = a + t and let L(z1, . . . , za) =

∑a
i=1

(
zi
2

)
. Now, if

{z1, . . . , za} 6= {r, . . . , r︸ ︷︷ ︸
a−s

, r + 1, . . . , r + 1︸ ︷︷ ︸
s

}

where a+t = ra+swith 0 ≤ s < a, then there exist zi1 and zi2 with zi1 > zi2 +1.
Applying the previous observation we obtain that

L(z1, . . . za) > L(z1, . . . , zi1 − 1, . . . , zi2 + 1, . . . , za) ≥ Γ(a, t),

and therefore we obtain the result.

(ii) Let a + t = ar + s with 0 ≤ s < a, then

a + t− 1 = (a − 1)(r + l) + s′

where r + s− 1 = (a − 1)l + s′ with l ≥ 0 and 0 ≤ s′ < a − 1.
After some algebraic manipulations we obtain that

2(Γ(a − 1, t)− Γ(a, t)) = (r2 − r) + (l2 − l)(a − 1) + 2ls′.

Therefore Γ(a−1, t)−Γ(a, t) ≥ 1
2 (
⌊
t
a

⌋2
+
⌊
t
a

⌋
) =

(⌊
t
a

⌋
+ 1

2

)
≥ 0, since r, l, s′ ≥ 0

and u2 − u ≥ 0 for all u ≥ 0. Moreover, Γ(a− 1, t)− Γ(a, t) =
(⌊

t
a

⌋
+ 1

2

)
if and

only if

(l, s′) =
{

(0, s′)
(1, 0)

These two possibilities imply that r + s < a and r + s = a, respectively.

Finally, it is clear that
(⌊

t
a

⌋
+ 1

2

)
= 0 if and only if 0 ≤ t < a.

(iii) Let a + t− 1 = ar + s with 0 ≤ s < a, then

a + t =

{
ar + (s + 1) if 0 ≤ s < a − 1,
a(r + 1) if s = a − 1.

Hence

Γ(a, t)− Γ(a, t− 1) =


(a−s−1)

(
r

2

)
+(s+1)

(
r+1

2

)
−(a−s)

(
r

2

)
−s

(
r+1

2

)

a

(
r + 1

2

)
−

(
r

2

)
− (a − 1)

(
r + 1

2

)

=
(
r + 1

2

)
−
(
r
2

)
= r =

⌊
a + t− 1

a

⌋
.
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(iv) Let a = a1 + a2 and t = t1 + t2, then by (i)

Γ(a, t) = min


a∑
i=1

(
zi
2

)
:

a∑
j=1

zj = a + t and zj ≥ 0 for all 1 ≤ j ≤ a


≤ (a1 − s1)

(
r1

2

)
+ s1

(
r1 + 1

2

)
+ (a2 − s2)

(
r2

2

)
+ s2

(
r2 + 1

2

)
= Γ(a1, t1) + Γ(a2, t2),

where ai + ti = riai + si with 0 ≤ si < ai for all i = 1, 2.
In order to have the equality in the previous inequality we need that either

r1 = r2, r1 = r2 + 1 and s1 = 0 or r2 = r1 + 1 and s2 = 0.

(v) Let a + t = ar + s with r ≥ 1 and 0 ≤ s < a. Thus

⌈
2(a − 1 + Γ(a, t))

a + t

⌉
=


2
(
a − 1 + (a − s)

(
r
2

)
+ s

(
r + 1

2

))
a + t


=
⌈

2(a − 1) + r(ar + s)− r(a − s)
ar + s

⌉

= r +
⌈

2(a − 1)− r(a − s)
ar + s

⌉
= 1 +

⌊
t

a

⌋
+
⌈

2(a − 1)− r(a − s)
ar + s

⌉
= 1 +

⌊
t

a

⌋
+ L.

Since a, r ≥ 1 and 0 ≤ s < a, then −1 ≤ L ≤ 1 because

2 < (a + s)(2 + r)⇔ −2(ar + s) < r(s− a) + 2(a − 1)

⇔ −1 ≤ L,

and

2a + rs ≤ 2ar + s + 2⇔ 2(a − 1)− r(a − s) ≤ ar + s

⇔ L ≤ 1.

Moreover,

L = −1⇔ 2(a − 1)− r(a − s) ≤ −(ar + s)⇔ 2a + s(r + 1) ≤ 2

⇔ a = 1 and s = 0.

Theorem (2.2) ([5], Theorem 3.3). Let G be a graph, then

q(G) ≥ α(G)− c(G) + Γ(α(G), τ(G)).

Proof. We will use induction on τ(G). The stars K1,n (α(K1,n) = n − 1) are
the unique connected graphs with τ(G) = 1. Since

q(K1,n) = n− 1 = (n− 1)− 1 + 1 = α(K1,n)− c(K1,n) + Γ(n− 1, 1),

then the result clearly follows. Moreover, the stars K1,n are q-minimal graphs.
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So we can assume that the result is true for τ(G) ≤ k and k > 1. Let G be
a q-minimal graph with τ(G) = k + 1. Now, we will use induction on α(G). If
α(G) = 1, then G is a complete graph Kn (τ(Kn) = n− 1). Since

q(Kn) =
(
n
2

)
= 1− 1 +

(
n
2

)
= α(Kn)− c(Kn) + Γ(1, n− 1),

it follows that all the complete graphs satisfy the result.
Hence, we can assume that α(G) ≥ 2. Furthermore, by Lemma (2.1)(iv),

q(G) =
∑s

i=1 q(Gi), α(G) =
∑s

i=1 α(Gi) and τ(G) =
∑s

i=1 τ(Gi) where G1, . . . , Gs

are the connected components of G. Then by the induction hypothesis we can
assume that G is a connected graph.

Let e be an edge of G and consider the graph G′ = G − e. We have two
possibilities

τ(G′) =
{

τ(G)
τ(G)− 1

That is, an edge of G is either a bridge or critical.

Case 1. First, assume that G has no bridges, that is, G is an α-critical graph.

Claim (2.3). Let v be a vertex of G of maximum degree, then

deg(v) ≥ 1 +
⌊
τ(G)− 1
α(G)

⌋
.

Proof. Since any α-critical graph is τ-critical, then τ(G − v) = τ(G)− 1 and
α(G − v) = α(G). Moreover, since the α-critical graphs are 2-connected, then
G − v is connected. Now, by the induction hypothesis we have that

q(G − v) ≥ α(G)− 1 + Γ(α(G), τ(G)− 1).

Using the formula ∑
vi∈V (G−v)

deg(vi) = 2q(G − v)

and Lemma (2.1)(v), we conclude that there must exist a vertex v′ ∈ V (G − v)
with

(2.4)
deg(v′) ≥

⌈
2q(G − v)
|V (G − v)|

⌉
≥
⌈

2(α(G)− 1 + Γ(α(G), τ(G)− 1))
n− 1

⌉
(v)
≥ 1 +

⌊
τ(G)− 1
α(G)

⌋
+ L ≥ 1 +

⌊
τ(G)− 1
α(G)

⌋
.

By Lemma (2.1)(iii)

q(G) = q(G − v) + deg(v) ≥ α(G)− 1 + Γ(α(G), τ(G)− 1) + deg(v′)
(2.4)
≥ α(G)− 1 + Γ(α(G), τ(G)− 1) + 1 +

⌊
τ(G)− 1
α(G)

⌋
(iii)
= α(G)− 1 + Γ(α(G), τ(G)).(2.5)

So, if the graph G has an edge that is a bridge, then c(G′) = c(G) + 1 = 2.
Let us denote by G1 and G2 the connected components of G − e. We need to
considerer another two cases:
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Case 2. Assume that τ(G1) > 0 or τ(G2) > 0, then τ(G1) ≤ k, τ(G2) ≤ k, and
by the induction hypothesis

q(G1) ≥ α(G1)− 1 + Γ(α(G1), τ(G1)) and q(G2) ≥ α(G2)− 1 + Γ(α(G2), τ(G2)).

Using the above formulas, the fact that α(G) = α(G1) + α(G2) and τ(G) =
τ(G1) + τ(G2), and Lemma (2.1)(iv), we get

q(G) = q(G1) + q(G2) + 1

≥ α(G1)− 1 + α(G2)− 1 + Γ(α(G1), τ(G1)) + Γ(α(G2), τ(G2)) + 1

= α(G)− 1 + Γ(α(G1), τ(G1)) + Γ(α(G2), τ(G2))
(iv)
≥ α(G)− 1 + Γ(α(G), τ(G)).

Case 3. Assume that there does not exist a bridge satisfying the above con-
ditions: for all the bridges of G we have that τ(G1) = 0 or τ(G2) = 0. That
is, each bridge connects an isolated vertex with the rest of G. In this case, we
must have that G is equal to an α-critical graph G1 with a vertex of G1 being
the center of a star K1,l. Moreover, τ(G) = τ(G1) and α(G) = l + α(G1) because
G1 is vertex-critical and therefore each vertex belongs to a minimum vertex
cover. Using Case 1 and Lemma (2.1)(ii) we obtain

q(G) = l + q(G1) ≥ l + α(G1)− 1 + Γ(α(G1), τ(G1))

= α(G)− 1 + Γ(α(G1), τ(G))
(ii)
≥ α(G)− 1 + Γ(α(G), τ(G)).

The k-connexion of a graph. A k-connexion of a graph G is a k-connected
graph G′ on the same vertex set as G, with the minimum possible number of
edges, and such thatG is a subgraph ofG′. The graphG is called the subjacent
graph of the k-connexion graph G′ and the edges of G′ that are not edges of G
are called the connexion edges.

Clearly a 1-connexion graph G′ of a disconnected graph G can be obtained
by adding c(G) − 1 edges, where c(G) is the number of connected components
of G. This definition is equivalent to the one given in [2] of a tree-linking of a
graph. In fact, 2-connexions as defined here, are equivalent to cycle-linkings
as defined in [2].

Example (2.6). In order to illustrate the concept of 1-connexion consider the
following graphs:

G1 G G2 G3 G4
=⇒ G1 G2

G′ G3 G4

e1

e2 e3

1

G′ is the 1-connexion of G, the edges e1, e2, e3 are the 1-connexion edges of G′,
and G1, G2, G4 are the leaves of G′.

A leaf of a 1-connexionG′ of a graphG is a connected componentGi ofGwith
the property that there exists a unique vertex v of Gi, such that all connexion
edges with one end in Gi are incident to v. If G is a connected graph, then we
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say that G is a leaf of G′. Note that a 1-connexion G′ of a graph G has at least
one leaf.

Polygon transformed Turán graph. A graphGwith covering number τ(G) =
t and stability number α(G) = a is said to be a polygon transformed Turán
graph or PTT graph if either G is isomorphic to T (a, t), or a ≤ t < 2a and G
can be obtained from T (a, t) by the following construction:

Let k2 and k3 be the number of copies of K2 and K3 in T (a, t) respectively.
Let k be a positive integer with k ≤ min{k2,k3} and for all 1 ≤ i ≤ k take
positive integers ji such that j1 + · · · + jk ≤ k2. Finally, for all i = 1, . . . , k
replace one copy of K3 and ji copies of K2 by a cycle C2ji+3.

In this way a PTT graph is the disjoint union of complete graphs and possibly
odd cycles.

Example (2.7). In order to illustrate the previous concept consider the fol-
lowing graphs:

T (4, 6)

=⇒

G1

G2

G1 G G2 G3 G4
=⇒ G1 G2

G′ G3 G4

e1

e2 e3

1

in the left side it can be seen the Turán graph T (4, 6) and in the right side there
are two of the three possible polygon transformed graph of T (4, 6). Note that
G1 and G2 are obtained when we take 1 = k < min{k2,k3} = 2, and j1 = 1
and j1 = 2 respectively.

Lemma (2.8). A graph G is q-minimal if and only if G is a 1-connexion of a
polygon transformed Turán graph.

Proof. (⇐) Let H be a PTT graph with H1, . . . ,Ha connected components
and let L be a 1-connexion of H. Since Kr and C2s+1 are q-minimal, α(L) =∑a

i=1 α(Hi), α(C2s+1) = s, q(L) = a − 1 +
∑a

i=1 q(Hi), then L is q-minimal.

(⇒) We use double induction on the stability and covering numbers of the
graph. For α(G) = 1, G must be a complete graph and the result is clear.

Let G be a q-minimal graph with α(G) ≥ 2. We can assume that G is an
α-critical graph, since if G is not α-critical, then using the arguments used
in cases 2 and 3 (in the proof of Theorem (2.2)) and the induction hypothe-
sis, the result follows readily. Since connexion edges of a 1-connexion of a
disconnected PTT graph are not α-critical edges (α(L) =

∑k
i=1 α(Hi), where L

is a 1-connexion of a disconnected PTT graph H with connected components
H1, . . . ,Hk), then the result follows if we prove that G is either an odd cycle or
a complete graph.

Claim (2.9). If v is a vertex ofG of maximal degree, thenG−v is q-minimal.
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Proof. Assume that G − v is not q-minimal. Then, by Claim (2.3) and
Lemma (2.1),

q(G) = q(G − v) + deg(v)
(v)
≥ α(G) + Γ(α(G), τ(G)− 1) +

⌊
α(G) + τ(G)− 1

α(G)

⌋
(iii)
= α(G) + Γ(α(G), τ(G)),(2.10)

which is a contradiction to the q-minimality of G.

Since G−v is q-minimal, by the induction hypothesis G−v is a 1-connexion
of a PTT graph. Moreover, since G is α-critical, then G \N[v] (where N[v] =
N(v) ∪ {v}) is a maximal induced subgraph of G with α(G \N[v]) = α(G)− 1.
Therefore, we need to determine the maximal induced subgraphs L′ of a 1-
connexion of a PTT graph L with α(L′) = α(L)− 1.

Claim (2.11). Let H be a PTT graph with H1, . . . ,Ha connected components
and L be a 1-connexion of H. If L′ is a maximal induced subgraph of L with
α(L′) = α(L)− 1, then

(i)L′ is induced by the set of verticesV (L)\V (Hi), for someHi withα(Hi) = 1,
or

(ii) L′ is induced by the set of vertices in V (L) \ {v1, v2, v3}, where {v1, v2, v3}
are vertices of an odd cycle Hj such that Hj \ {v1, v2, v3} is a disjoint union of
paths with an even number of vertices, or

(iii) L′ satisfies the following conditions: (1 ) V (Hi) ∩ V (L′) 6= ∅ for all Hi,
(2 ) if Hi is an odd cycle, then V (Hi) ⊂ V (L′), (3 ) if Hi is a complete graph such
that V (Hi) 6⊂ V (L′), then for all v ∈ V (Hi) ∩ V (L′) there exists at least one
connexion edge ev of L incident to v.

Proof. If V (L′) ∩ V (Hi) = ∅ for some 1 ≤ i ≤ a with α(Hi) = 1, then L′ =
L[V (L)\V (Hi)], since V (L′) ⊆ V (L)\V (Hi) and α(L[V (L)\V (Hi)]) = α(L)−1.

H1
L′ H2 H3 L

Therefore we can assume that V (Hi) ∩ V (L′) 6= ∅ for all Hi with α(Hi) = 1.
Let us assume that V (Hj) 6⊂ V (L′) for some Hj = C2m+1. Since all the proper
induced graphs of a cycle are paths Pn with α(Pn) = dn2 e, then α(Hj \ C) =
α(Hj)− 1 = m− 1 for some C ⊂ V (Hj) if and only if Hj[V (Hj) \C] is a disjoint
union of three paths Pm1 , Pm2 , Pm3 for some even numbers m1,m2,m3 ≥ 0 such
that m1 + m2 + m3 = 2(m − 1). Since L′ is a maximal induced subgraph of L
with α(L′) = α(L)− 1, then V (Hj) 6⊂ V (L′) for only one Hj = C2m+1, therefore
L′ is given by (ii).

H1 L′ H2 L
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In order to conclude the proof we can assume that V (L′) ∩ V (Hi) 6= ∅ for
all 1 ≤ i ≤ a and V (Hj) ⊂ V (L′) for all Hj with α(Hj) ≥ 2. Clearly, if
v ∈ V (Hi) ∩ V (L′) such that v is not incident to any connexion edge of L, then
V (Hi) ⊂ V (L′) because α(L′) = α(L[V (L′) ∪ V (Hi)]).

H1

L′
H2 H3 H4 L

Take L = G \ v and L′ = G \N[v]. If G \N[v] satisfies (i), then G must be
a complete graph. If G \N[v] satisfies (ii), then G must be an odd subdivision
of the complete graph K4 and it fails in one edge in order to be a q-minimal
graph.

Finally, assume thatG\N[v] satisfies (iii). LetHi0 be a connected component
of H such that Hi0 is a complete graph and V (Hi0 ) 6⊂ V (G \ N[v]). Take
P = V (Hi0 ) ∩ V (G \N[v]) and Q = V (Hi0 ) \ P . Since G − v is q-minimal, then
for all u ∈ P , the graph (G − v) \ u is disconnected. For all u ∈ P , let Gu be
the disjoint union of the connected components C1, . . . , Cs (Ci is a 1-connexion
of some PTT graph) of (G − v) \ u with V (Cj) ∩ V (Hi0 ) = ∅. Note that, Gu is
an induced subgraph of G− v and its connected components are joined to u by
some connexion edges.

Let C be a connected component of Gu and S be a leaf of C not joined to u by
a connexion edge. SinceG is a 2-connected graph, then vmust be incident with
at least one vertex of S. If Gu is either a complete graph or an odd cycle, then
v must be incident with at least one vertex of Gu not incident with a connexion
edge of G− v. Moreover, if vs is the unique vertex of a leaf S of C such that all
the connexion edges with one end in S are incident to vs, then by Claim (2.11)
(iii), v must be incident with all the vertices of S \ vs. Since v is incident with
all the vertices of Q, then

deg(v) ≥ |Q|+
∑
u∈P

∑
Hj∈L(Gu)

(|Hj | − 1)
(∗)
≥ |Hi0 |,(2.12)

where L(Gu) is either the set of leaves of Gu not joined to u or if Gu is a 2-
connected graph, then L(Gu) is {Gu}. Furthermore, (∗) is an equality if and
only if Gu is connected, all the leaves of Gu are isomorphic to K2, and if Gu has
at most two leaves.

Gr

P
r

Hi0

s

Gs

Q S1

S2

G − v
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Using the first inequality in the equation (2.12), it is not difficult to prove
that

(2.13) deg(v) ≥ s+(k−s)(k−1) ≥ 2k−2, where k =
⌊
|V (G − v)|
α(G)

⌋
≤ |V (Hi0 )|.

On the other hand, since G and G − v are q-minimal graphs, then

deg(v) = q(G)− q(G − v) = Γ(α(G), τ(G))− Γ(α(G), τ(G)− 1)

=
⌊
|V (G − v)|
α(G)

⌋
=
⌈
|V (G)|
α(G)

⌉
− 1 ≤ k.

Therefore, k = 2, Hi0 = K2, deg(v) = 2,
⌈
|V (G−v)|
α(G)

⌉
≤ 3, |P | = 1, and Gu has

only two leaves, that is, G is an odd cycle.

(2.1) The 2-connected case.

Theorem (2.1.1). Let G be a 2-connected graph with τ(G) ≥ 2, then

q(G) ≥


2α(G) if τ(G) ≤ α(G),
α(G)− 1 + Γ(α(G), τ(G)) if α(G) = 1 or τ(G)− α(G) = 1,
α(G) + Γ(α(G), τ(G)) otherwise.

Furthermore, G is {q, 2}-minimal with τ(G) ≥ α(G) if and only if one of the
following conditions is satisfied:

(i) G is an even cycle,
(ii) G is the complete graph with at least three vertices,

(iii) G is an odd cycle,
(iv) G is a 2-connexion of a polygon transformed Turán graph,
(v) G is an odd subdivision of the complete graph K4,

(vi) G is isomorphic to the following graph:

H

Proof. Let H be a 2-connected graph and G be a {q, 2}-minimal graph. We
will divide the proof in three cases:

Case 1 (τ(G) = α(G) > 1). Let H with τ(H) = α(H) > 1, then deg(v) ≥ 2
for all v ∈ V (H). Therefore

q(H) =

∑
v∈V (H) deg(v)

2
≥ |V (H)| = 2α(H).

Since the even cycle C2a is a 2-connected graph with α(C2a) = τ(C2a), then
2α(G) ≤ q(G) ≤ 2α(G) and deg(v) = 2 for all v ∈ V (G). Furthermore, since a
graph H with all its vertices of degree two is a disjoint union of cycles, then G
is a {q, 2}-minimal graph with α(G) = τ(G) if and only if G is an even cycle.
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Case 2 (τ(G) < α(G) and α(G) > 1). Since deg(v) ≥ 2 for all v ∈ V (H)
(H is 2-connected), then q(H) ≥ 2α(H). Let s(Ka,t) be an odd subdivision of
the complete bipartite graph Ka,t. Since s(Ka,t) is a 2-connected graph with
α(s(Ka,t)) = τ(s(Ka,t)) + (a− t) and q(Ka,t) = 2α(Ka,t), then q(G) = 2α(G) for all
the {q, 2}-minimal graphs G with τ(G) < α(G) > 1.

This finishes the proof of the lower bound for the number of edges whenever
τ(G) ≤ α(G) and α(G) > 1 and the characterization of the {q, 2}-minimal
graphs (case (i)) whenever α(G) = τ(G) and α(G) > 1.

Case 3 (α(G) = 1 or τ(G) ≥ α(G) + 1). We use double induction on the
stability and covering numbers of the graph.

If α(G) = 1, then G is a complete graph and clearly G is a {q, 2}-minimal
graph. If τ(H)−α(H) = 1, then by Lemma (2.8), q(H) ≥ α(H)−1+Γ(α(H), τ(H))
and H is a q-minimal graph with τ(H)−α(H) = 1 if and only if H is an odd cy-
cle. Since the odd cycles are 2-connected, then q(H) ≥ α(H)−1+Γ(α(H), τ(H))
whenever τ(H) = α(H) +1 and G is {q, 2}-minimal with τ(G) = α(G) +1 if and
only if G is an odd cycle.

By Lemma (2.8) we have that q(H) ≥ α(H) − 1 + Γ(α(H), τ(H)) whenever
H is a connected graph with τ(H) > α(H) + 1 > 2. On the other hand, it
is not difficult to see that if H is a graph as in (iv), (v) or (vi), then H is a
2-connected graph with q(H) = α(H) + Γ(α(H), τ(H)). Furthermore, since
all that q-minimal graphs with τ(H) > α(H) + 1 > 2 are not 2-connected,
then q(H) ≥ α(H) + Γ(α(H), τ(H)) whenever H is a 2-connected graph with
τ(H) > α(H) + 1 > 2.

Therefore, to finish the proof we only need to show thatG is a {q, 2}-minimal
graph with τ(G) ≥ α(G)+2 if and only ifG is as in (iv), (v) or (vi). In order to do
so, we follow the same sequence of arguments as in the proof of Lemma (2.8).

Let e ∈ E(G), if e is not an α-critical edge of G, then G \ e is a q-minimal
graph and G is 2-connexion of a PTT graph. Therefore we can assume that G
is an α-critical graph.

Claim (2.1.2). If v is a vertex of G of maximal degree, then either G − v is
q-minimal or {q, 2}-minimal.

Proof. If G \ v is neither q-minimal nor {q, 2}-minimal, then q(G \ v) ≥
α(G) + Γ(α(G), τ(G) − 1) + 1. Therefore, the result follows using the same
arguments that in Claim (2.9).

Since G − v is either a q-minimal or a {q, 2}-minimal graph, then by the
induction hypothesis

q(G − v) =

{
α(G − v)− 1 + Γ(α(G − v), τ(G − v)) if G is q-minimal,
α(G − v) + Γ(α(G − v), τ(G − v)) if G is {q, 2}-minimal.

Since deg(v) = q(G)−q(G−v) and Γ(α(G), τ(G))−Γ(α(G), τ(G)−1) =
⌊
|V (G)|−1
α(G)

⌋
(Lemma (2.1) (iii)), then

(2.14) deg(v) =


⌊
|V (G)|−1
α(G)

⌋
+ 1 if G is q-minimal,⌊

|V (G)|−1
α(G)

⌋
if G is {q, 2}-minimal.
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Claim (2.1.3). LetH be a PTT graph withH1, . . . ,Ha connected components
and letL be a 2-connexion ofH. IfL′ is a maximal induced subgraph ofLwith
α(L′) = α(L)− 1, then L′ is given as in (i), (ii), and (iii) in Claim (2.11).

Proof. Let e be a connexion edge of L. Since L is a {q, 2}-minimal graph,
then L \ e is a 1-connexion of H. Hence, applying Claim (2.11) to L \ e we get
the result.

Now we will consider the cases when G − v is either q-minimal or {q, 2}-
minimal:

Case (G − v is q-minimal). Take L = G \ v and L′ = G \N[v]. If G \N[v]
is as in Claim (2.11) (i), then G must be a complete graph. If G \N[v] is as in
Claim (2.11) (ii), then G must be an odd subdivision of the complete graph K4.

Now assume that G \N[v] is as in Claim (2.11) (iii). Using equations (2.12)
and (2.14), we get that k + 1 = deg(v) ≥ 2k − 2, where k = b |V (G)|−1

α(G) c, that is,
k ≤ 3. If k = 2, then G is either an odd cycle or an odd subdivision of K4 and
if k = 3, then G is H.

Case (G − v is {q, 2}-minimal). Take L = G \ v and L′ = G \N[v]. If L′ is
as in Claim (2.1.3) (i), then G is a 2-connexion of a PTT graph, but it is not
an α-critical graph. If G \ N[v] is as in Claim (2.11) (ii), then G is an odd
subdivision of K4.

Now assume that G \N[v] is as in Claim (2.1.3) (iii). Using equations (2.12)
and (2.14), we get that k = deg(v) ≥ 2k−2, where k = b |V (G)|−1

α(G) c, that is, k ≤ 2.
If k = 2, then G is an odd cycle.

Finally, G − v is not an odd subdivision of K4 because deg(v)
(2.14)
= 2 and if

O is an odd subdivision of K4, then α(O \ {a, b}) = α(O) for all a, b ∈ V (O). If

G − v is H, then α(H) = 2, ω(H) = 3, and deg(v)
(2.14)
= 3 ≥ |V (G)| − ω(H) = 4; a

contradiction.

Remark (2.1.4). After this paper was first submitted in 2006, the authors
realized that Theorem 2.2 was also obtained independently in [3].

Remark (2.1.5). It can be proved that for any fixed δ−(G) = α(G) − τ(G) =
k > 0 there exist a finite number of “basic” graphs such that if G is {q, 2}-
minimal graph with δ−(G) = k, then G is an odd subdivision of some of this
basic graphs. For instance, ifG is a {q, 2}-minimal graph with δ−(G) = 1, then
G is an odd subdivision of the complete bipartite graph K2,3.

3. Some bounds for the stability and covering number of a graph

The following results are in the spirit of [4], where the authors were mo-
tivated in bounding invariants for edge rings. In this paper, we concentrate
mainly on the combinatorial aspects of these bounds.

The theorem below gives an idea of the class of graphs that are Cohen-
Macaulay and of those graphs that are far from being Cohen-Macaulay. We
thank N. Alon (private communication) for some useful suggestions for making
the proof of this result simpler and more readable.
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Theorem (3.1). Let G be a graph without isolated vertices, then

α(G) ≤ τ(G)[1 + δ(G)].

Proof. First, let fix a minimal vertex cover C with τ(G) vertices. Label the
vertices of C from 1 to τ(G). For each i ∈ C, let Ti be a maximal stable set
containing i, with |Ti| ≥ σv(G). Let k be the minimal natural number such
that

C ⊆
k⋃
i=1

Ti.

Clearly 0 < k ≤ τ(G). Let M = V (G) \C and take Ci = C∩Ti and Mi = M ∩Ti
for all i = 1, . . . , τ(G). Since M is a maximal stable set and G does not have
isolated vertices, then for each vertex v ∈ M there is an edge e = {v, v′} with
v′ ∈ C. That is,

(3.2) M =
k⋃
i=1

(M ∩N(Ci)) .

Since Si = V (G) \ Ti = (C \ Ci) ∪ (M \Mi) is a minimal vertex cover with
|Si| ≤ n− σv(G) for all i = 1, . . . , k, then

|C \ Ci|+ |M \Mi| = |(C \ Ci) ∪ (M \Mi)| = |Si| ≤ n− σv(G).

Hence, as M ∩N(Ci) = M \Mi, then

(3.3)

|M ∩N(Ci)| = |M \Mi| ≤ n− σv(G)− |C \ Ci|
= |C|+ |M| − σv(G)− |C \ Ci|
= |Ci|+ α(G)− σv(G) = |Ci|+ δ(G).

Taking

Ai = Ci \ (
i−1⋃
j=1

Cj) and Bi = (M ∩N(Ci)) \ (
i−1⋃
j=1

M ∩N(Cj)),

we have that

(3.4) |Ci \Ai| ≤ |M ∩N(Ci \Ai)|.
Indeed, if |Ci \Ai| > |M ∩N(Ci \Ai)|, then C \ (Ci \Ai) ∪ (M ∩N(Ci \Ai))

would be a vertex cover of cardinality |C \ (Ci \Ai)|+ |M ∩N(C \Ai)| < |C|; a
contradiction.

To finish the proof, we use the inequalities (3.3) and (3.4) to conclude that

(3.5)

|Bi| = |M ∩N(Ci)| − |(M ∩N(Ci)) ∩ (
i−1⋃
j=1

(M ∩N(Cj)))|

= |M ∩N(Ci)| − |M ∩N(Ci) ∩N(
i−1⋃
j=1

Cj)|

(3.3)
≤ |Ci|+ δ(G)− |M ∩N(Ci ∩

i−1⋃
j=1

Cj)|

(3.4)
≤ |Ci|+ δ(G)− |Ci \Ai| = |Ai|+ δ(G).
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Therefore

(3.6)

α(G) = |M| (3.2)
= |

k⋃
i=1

(M ∩N(Ci))| =
k∑
i=1

|Bi|
(3.5)
≤

k∑
i=1

(|Ai|+ δ(G))

=
k∑
i=1

|Ai|+
k∑
i=1

δ(G) ≤ |C|+ τ(G)δ(G) = τ(G)[1 + δ(G)]

When δ(G) > 0 it is not difficult to characterize the graphs G such that
α(G) = τ(G)[1 + δ(G)]. Let τ and δ be positive numbers and let H−(τ, δ) and
H+(τ, δ) be the graphs

v1

v2

v3

v4

v3
1

K3
1,δ+1

v3
δ+1

H+(τ, δ)

Kτ

vτ

vτ−1

vτ−2

on the vertex set V (H−(τ, δ)) = V (H+(τ, δ)) = V0 ∪ V1 ∪ · · · ∪ Vτ where V0 =
{v1, v2, . . . , vτ}, Vi = {vi1, . . . , viδ+1} for all i = 1, . . . , τ and edge sets

E(H−(τ, δ)) = (
τ⋃
i=1

{{vi, vij} | 1 ≤ j ≤ δ + 1})

and
E(H+(τ, δ)) = E(H−(τ, δ)) ∪ {{vi, vj} | 1 ≤ i 6= j ≤ τ}.

A set of edges in a graph G is called independent or a matching if no two of
them have a vertex in common. A pairing by an independent set of edges of all
the vertices of a graph G is called a perfect matching.

Corollary (3.7). Let G be a graph without isolated vertices.
(i) If δ(G) > 0, then α(G) = τ(G)[1 + δ(G)] if and only if

E(H−(τ, δ)) ⊆ E(G) ⊆ E(H+(τ, δ)),

where τ = τ(G) and δ = δ(G).
(ii) If δ(G) = 0 and α(G) = τ(G), then G has a perfect matching.

Proof. We use the same notation as in the proof of Theorem (3.1).
(i) Since δ(G) > 0 and α(G) = τ(G)[1 + δ(G)], then using equation (3.6) we

can conclude that k = τ(G).
Following the proof of Theorem (3.1), we have that |C ∩M ′| ≤ 1 for all M ′

maximal stable sets. Moreover, for all u ∈ C there exists a M ′ maximal stable
set withC∩M ′ = {u}. Thus, the equation (3.3) reduces to |M∩N(u)| ≤ 1+δ(G)
for all u ∈ C, where M = V (G) \ C. On the other hand, since M = ∪u∈C(M ∩
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N(u)) and α(G) = τ(G)[1 + δ(G)], then |M ∩N(u)| = 1 + δ(G) for all u ∈ C and
(M ∩ N(v)) ∩ (M ∩ N(u)) = ∅ for all u 6= v ∈ C. Furthermore, since M is a
stable set, then E(H−(τ(G), δ(G))) ⊆ E(G) ⊆ E(H+(τ(G), δ(G))).

Finally, note that if E(H−(τ, δ)) ⊆ E(G) ⊆ E(H+(τ, δ)) for some τ > 0 and
δ > 0, then clearly α(G) = τ(G)[1 + δ(G)].

(ii) Following the proof of Theorem (3.1) we have that (ii) reduces to prove
that for all i = 1, . . . , k the induced subgraph Gi = G[Ai ∪ Bi] has a perfect
matching, that is, ν(Gi) = |Ai| = |Bi| for all i = 1, . . . , k.

Since Gi is a bipartite graph (Ai and Bi are stable sets of G), then by Konig’s
theorem ν(Gi) = τ(Gi). Hence, we only need to prove that |Ai| = |Bi| and
τ(Gi) = |Ai| for all i = 1, . . . , k.

First, since C = tki=1Ai and M = tki=1Bi, then
∑k

i=1 |Ai| = τ(G) = α(G) =∑k
i=1 |Bi|. On the other hand, since δ(G) = 0, then the equation (3.5) reduces

to |Ai| ≤ |Bi| and therefore |Ai| = |Bi| for all i = 1, . . . , k.
Finally, we will prove that τ(Gi) = |Ai| for all i = 1, . . . , k. SinceAi is a vertex

cover of Gi, then τ(Gi) ≤ |Ai|. Furthermore, if τ(Gi) < |Ai|, then there exist a
stable set N of Gi with |N | > |Ai|. Since M ∩N(∪ij=1Cj) = ∪ij=1(M ∩N(Ci)) =
∪ij=1M \Mj , thenN∪(Ti\Ai) = (N∩Ai)∪Mi∪(Ci\Ai)∪(N∩Bi) ⊂ Ti∪(N∩Bi)
is a stable set of (N(Ci \Ai) ∩ Bi = ∅) of G with |Ti| − |Ai|+ |N | > |Ti| = α(G)
vertices; a contradiction.

(3.1) B-graphs. A graph is called a B-graph if every vertex belongs to a max-
imum stable set (that is, to a stable set of largest size). This concept was
introduced by Berge in [1].

The σv-cover number of a graph, denoted by σv(G), is the maximum natural
number m, such that every vertex of G belongs to a maximal independent set
with at least m vertices. Clearly, G is a B-graph if and only if α(G) = σv(G) if
and only if δ(G) = 0, where δ(G) = α(G)− σv(G).

Now we define two invariants that measure when a graph is a B-graph or
a τ-critical graph. Let

αcore(G) =
stable set⋂
|Mi|=α(G)

Mi and τcore(G) =
vertex cover⋂
|Ci|=τ(G)

Ci,

be the intersection of all the maximum stable sets and of all the minimum
vertex covers of G, respectively. Also, let Bα∩τ = V (G) \ (αcore(G) ∪ τcore(G)).

Example (3.1.1). To illustrate the concepts of αcore(G), τcore(G) and Bα∩τ con-
sider the following graph:

v1

v2 v3

v4

v5v6

v7

v8
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since α(G) = 4, τ(G) = 4 and {v2, v5, v7, v8}, {v2, v6, v7, v8}, {v3, v5, v7, v8},
{v3, v6, v7, v8} are the maximum stable sets of G, then
• αcore(G) = {v7, v8},
• τcore(G) = {v1, v4}, and
• Bα∩τ = {v2, v3, v5, v6}.

Since M is a maximum stable set of G if and only if C = V (G) \ M is
a minimum vertex cover of G, then G is a B-graph if and only if V (G) =⋃stable set
|Mi|=α(G)Mi if and only if τcore(G) =

⋂vertex cover
|Ci|=τ(G) Ci = ∅. Similarly, since a

graph is τ-critical if and only if τ(G − v) < τ(G) for all v ∈ V (G) if and only if
there exists a maximum stable set Mv of G such that v /∈ Mv for all v ∈ v(G),
then G is a τ-critical graph if and only if αcore(G) = ∅.

Proposition (3.1.2). Let G be a graph, then

V (G) = αcore(G) t τcore(G) t Bα∩τ,

furthermore
(i) G[αcore(G)] is a trivial graph,

(ii) N(αcore(G)) ⊆ τcore(G),
(iii) G[Bα∩τ] is both a τ-critical graph as well as a B-graph without isolated

vertices, and
(iv) α(G)− |αcore(G)| ≤ τ(G)− |τcore(G)|.

Proof. Firstly, is clear that αcore(G) ∩ τcore(G) = ∅. Also, by the definition of
Bα∩τ it is clear that αcore(G) ∩ Bα∩τ = ∅ and τcore(G) ∩ Bα∩τ = ∅.

(i) Since αcore(G) is the intersection of stable sets, then αcore(G) is a stable
set and therefore G[αcore(G)] is a trivial graph.

(ii) Since τcore(G) = V (G) \
⋃stable set
|Mi|=α(G)Mi and αcore(G) ⊂ V (G) \ τcore(G),

then αcore(G) is the set of isolated vertices of G[V (G) \ τcore(G)]. Therefore
N(αcore(G)) ⊆ τcore(G).

(iii) Since α(G[Bα∩τ]) = α(G) − |αcore(G)|, τ(G[Bα∩τ]) = τ(G) − |τcore(G)| and
Bα∩τ = V (G) \ (αcore(G) ∪ τcore(G)), then αcore(Bα∩τ) = ∅ and τcore(Bα∩τ) = ∅.
ThereforeG[Bα∩τ] is a τ-critical graph and aB-graph without isolated vertices.

(iv) Since G[Bα∩τ] is a B-graph, then δ(G[Bα∩τ]) = 0. Therefore, applying
Theorem (3.1) to G[Bα∩τ],

α(G)− |αcore(G)| = α(G[Bα∩τ]) ≤ τ(G[Bα∩τ]) = τ(G)− |τcore(G)|.

Remark (3.1.3). If v is an isolated vertex, then v ∈ αcore(G), and if deg(v) >
τ(G), then v does not belong to any stable set with α(G) vertices and therefore
v ∈ τcore(G). Note that in general the induced graph G[Bα∩τ] is not necessarily
connected.

Corollary (3.1.4). ([1], Proposition 7) If G is a B-graph without isolated
vertices, then G is a τ-critical graph.

Proof. Since G is a B-graph, then τcore(G) = ∅. Thus, by Proposition (3.1.2)
(ii),N(αcore(G)) = τcore(G) = ∅. Moreover, sinceG has no isolated vertices, then
αcore(G) = ∅. Therefore G is a τ-critical graph.
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Remark (3.1.5). The bound of Proposition (3.1.2) (iv) improves the bound
given in [9], Theorem 2.11, for the number of vertices in αcore(G).

Their result states that if G is a graph of order n and

α(G) >
n + k −min{1, |N(αcore(G))|}

2
, for some k ≥ 1,

then |αcore(G)| ≥ k + 1. Moreover, if n + k − min{1, |N(αcore(G))|} is even,
then |αcore(G)| ≥ k + 2. Our result states that if G is a graph of order n and
α(G) ≥ n+k′

2 for some k′ ≥ 0, then

|αcore(G)|
(iv)
≥ α(G)− τ(G) + |τcore(G)| = 2α(G)− n + |τcore(G)| ≥ k′ + |τcore(G)|.

In order to compare both bounds we can write their bound in the following
equivalent way: If G is a graph of order n, |N(αcore(G))| = 0 (|N(αcore(G))| ≥ 1)
and

α(G) ≥

{
n+(k+1)

2 (n+(k+1)
2 ) if n + k is odd,

n+(k+2)
2 (n+k

2 ) if n + k is even.

for some k ≥ 1, then

|αcore(G)| ≥

{
k + 1 (k + 2) if n + k is odd,
k + 2 (k + 1) if n + k is even.

Since |N(αcore(G))| ≤ |τcore(G)| (Proposition (3.1.2) (ii)), then our bound im-
proves their bound. Furthermore, the bounds are equivalent if and only if
|N(αcore(G))| = |τcore(G)| = 0, 1.

3.1.6. Conjectures. In this section we present a conjecture that generalizes
the result obtained from Theorem 3.1 when G is a B-graph. Before stating the
conjecture we will introduce a new graph invariant.

Definition (3.1.7). The ωe-clique covering number of G, denoted by ωe(G), is
the greatest natural number m so that every edge in G belongs to a clique of
size at least m.

Example (3.1.8). In order to illustrate the previous concept consider the
following graph:

v1 v2

v3v4

v5

v6

v7 v8

v9

v10

G

For this graph we have that:

• ω(G) = α(G) = 4 because {v1, v2, v3, v4} is a clique of G,

• ωe(G) = 2 because the edge {v5, v6} is not in any induced K3 of G,
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• α(G) = ωe(G) = 4 because {v1, v6, v8, v9}, {v2, v6, v7, v9}, {v3, v5, v7, v10}, and
{v4, v5, v8, v10} are stable sets of G, and

• σv(G)=3 because {vi−1, vi, v10−2i} for i=1, 2, 3 and {v1, v2, v5}, {v1, v4, v7},
{v3, v4, v9} are cliques of G.

The ωe-clique covering and the σv-cover numbers of G satisfy the following
two identities:

ωe(G) ≤ σv(G) ≤ ω(G) and ωe(G) ≤ σv(G) ≤ α(G).

Conjecture (3.1.9). Let G be a B-graph (σv(G) = α(G)) without isolated ver-
tices, then

ωe(G)σv(G) ≤ |V (G)|.
Furthermore, for all maximum stable sets M , there exist disjoint sets

Aj ⊂ V (G) for all j = 1, . . . , |M|,
such that

(i) |M ∩Aj | = 1 for all j = 1, . . . , |M|,
(ii) G[Aj] is a clique of order ωe(G) for all i = 1, . . . , |M|.

Remark (3.1.10). If G is a graph without isolated vertices, then ωe(G) ≥ 2.
Thus, if Conjecture (3.1.9) holds, then 2α(G) ≤ |V (G)| when G is a B-graph
without isolated vertices. On the other hand, Theorem (3.1) implies that if
G is a B-graph without isolated vertices, then α(G) ≤ τ(G). Since τ(G) =
|V (G)|−α(G), then Conjecture (3.1.9) implies the bound given in Theorem (3.1)
when G is a B-graph.

Remark (3.1.11). A weaker version of Conjecture (3.1.9) is given in [7] and
[8]. In these papers the authors prove that, if G is a graph with n vertices such
that every vertex belongs to a clique of cardinality q + 1 and a stable set of
cardinality p + 1, then |V (G)| ≥ p + q +

√
4pq. Using our terminology, this

bound can be writen as

σv(G) + σv(G)− 2 + 2
√

(σv(G)− 1)(σv(G)− 1) ≤ |V (G)|.

Sinceσv(G)+σv(G)−2+2
√

(σv(G)− 1)(σv(G)− 1) ≤ max{4(σv(G)−1), 4(σv(G)−
1)}, then in comparison with our bound, this bound is a bad lower bound for
the number of vertices of a B-graph G.

Remark (3.1.12). If we do not assume that G is a B-graph, then Conjec-
ture (3.1.9) is false. To see this fact, consider the following graph:

v1

v2

v3

v4

v5 v6

v7
v8
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For this graph we have,
• α(G) = 4 because {v5, v6, v7, v8} is a stable set,
• σv(G) = 3 because {v1, v6, v7}, {v2, v7, v8}, {v3, v5, v8}, and {v4, v5, v6} are

stable sets,
• ωe(G) = 3 because all the edges are in an induced K3,

• ω(G) = 4, σe(G) = 3 and ωv(G) = 3 because G ∼= G, and
• G is not a B-graph because σv(G) = 3 6= 4 = α(G).
However,

ωe(G)σv(G) = (3)(3) = 9 > 8 = n.

Hypergraphs. A hypergraph H is a pair H = (V, E) where V is a set of el-
ements, called vertices, and E is a set of non-empty subsets of V called hy-
peredges. We say that a hypergraph H = (V, E) is a r-uniform hypergraph if
|E| = r for all E ∈ E . A vertex v ∈ V of a hypergraph H = (V, E) is called
isolated if v /∈ E for all E ∈ E .

A subset M of vertices of H is called a stable set if no two vertices in M
belong to a hyperedge of H. We say that M is a maximal stable set if it is
maximal with respect to inclusion. The stability number of a hypergraph H is
given by

α(H) = max{|M| |M ⊂ V (H) is a stable set in H}.
The σv-cover number of a hypergraph H, denoted by σv(H), is the maxi-

mum natural number m such that every vertex of H belongs to a maximal
independent set of H with at least m vertices.

The next conjecture was stated in [13], Conjecture 3.2.12.

Conjecture (3.1.13). Let H = (V, E) be a r-uniform hypergraph without iso-
lated vertices. If σv(H) = α(H), then

rσv(H) ≤ |V |.

The last conjecture follows from Conjecture (3.1.9) by the following argu-
ment: Let H be a hypergraph and consider the graph G(H) defined on the
same vertex set of H and for which v1, v2 ∈ G(H) are adjacent if and only if
they are adjacent in H.

Clearly G(H) has the same stability number as H. Also, observe that G(H)
and H have the same σv-cover number. Moreover, if H is a r-uniform hyper-
graph, then r ≤ ωe(G(H)). Applying Conjecture (3.1.9) to the graph G(H), we
have that

rσv(H) ≤ ωe(G(H))σv(G(H)) ≤ |V |.
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SOME REMARKS ON ROBIN’S INEQUALITY

ALEKSANDER GRYTCZUK

Abstract. In this paper we give an elementary and short proof that the Robin
inequality (R): σ(n) < eγn log log n is true under some condition. Namely,
we prove that for every positive integers n = 2αm, α ≥ 2, (2, m) = 1 and
m = m1M > 1

2 e
e9

the inequality (R) is true if the integer m1 of the form

m1 = p
α1
1 p

α2
2 , satisfies the inequality I(m1) =

Q2
j=1
`
1− 1/p

1+αj
j

´
< 49

50 . For

n = 2m, (2, m) = 1 where m > 39

2 and for such m inequality (R) has been
proved in our paper [4]. The Robin inequality (R) for all positive integers n ≥
5041 implies Riemann Hypothesis. The positive integers n ∈ [5041, ee

9
) also

satisfy the inequality (R). This fact has been checked by computer calculation.

1. Introduction

The Riemann zeta function ζ(s) for s = σ + it is defined by the Dirichlet
series

ζ(s) =
∞∑
n=1

1
ns
,

which converges for σ > 1 and it has analytic continuation to the complex
plane with one singularity, a simple pole with residue 1. In 1859 Riemann [11]
conjectured that the nonreal zeros of the Riemann zeta function ζ(s) all lie on
the line s = 1

2 + it.
The connection of the Riemann hypothesis with prime numbers has been

considered by Gauss. Let
Π(x) =

∑
1<p≤x

1,

then it is well-known that the Riemann hypothesis is equivalent to the asser-
tion that for each ε > 0 there is a positive constant C = c(ε) such that

|Π(x)− Li(x)| ≤ c(ε)x
1
2 +ε,

where

Li(x) =
∫ x

2

dt

log t
.

The Riemann zeta-function is a special case of an L-function. These L-
functions are connected with many important and difficult problems in num-
ber theory, algebraic geometry, topology, representation theory and modern
physics, see: Berry and Keating [1], Katz and Sarnak [7], Murty [9]. It is
known that the Riemann hypothesis is related to estimates of error terms

2010 Mathematics Subject Classification: Primary 11A25, Secondary 11 M26.
Keywords and phrases: sum of divisors function, Riemann Hypothesis, Robin criterion.
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associated with the Farey sequence of reduced fractions in the unit interval.
Important examples connected with these problem have been given by Yoshi-
moto in the papers [14], [15], [16] and Kanemitsu and Yoshimoto [5], [6].

In 1984 Robin [12] proved a very interesting and important criterion:

Criterion (1.1) (Robin). The Riemann Hypothesis is true if and only if

(R) σ (n) < eγn log log n,

for all positive integers n ≥ 5041, where

σ (n) =
∑
d|n

d,

and γ ≈ 0.57728 is Euler’s constant.

In 2002 Lagarias [8] proved the following criterion:

Criterion (1.2) (Lagarias). Let Hn = 1+ 1
2 + · · ·+ 1

n . The Riemann Hypoth-
esis is true if and only if

(L) σ(n) ≤ Hn + expHn logHn,

for each positive integer n ≥ 1, and with equality in (L) only for n = 1.

In the same paper Lagarias proved that for all positive integers n ≥ 3 we
have

(L1) eγn log log n ≤ expHn logHn.

From (L), (L1) and (R) follows that Lagarias’ criterion is an extension of
the Robin criterion. Many others criterions and important results connected
with the Riemann hypothesis have been proved and these results have been
described by Conrey in [2].

In our paper [4] we gave an elementary proof that the Robin inequality (R)
is true for all even positive integers n = 2m, (2,m) = 1 such that m > 39

2 is
odd. Namely, the following result has been proved in [4]:

Theorem (1.3) ([4]). Let n = 2m, (2,m) = 1. Then for all odd positive
integers m > 39

2 we have

(1.4) σ(2m) <
39
40
eγ2m log log 2m,

and

(1.5) σ(m) < eγm log logm.

In the proof of this result use was made of the following Rosser-Schoenfeld’s
inequality ([13], [10], p. 169):

(1.6)
n

ϕ(n)
≤ eγ

(
log log n +

2.5
eγ log log n

)
,

where ϕ is the Euler totient function and Theorem (1.3) is true for all positive
integers n ≥ 3 except n = 2 × 3 × 5 × 7 × 11 × 13 × 19 × 23. In this case the
constant c = 2.5 must be replaced by the constant c1 = 2.50637 < 2.51.Hence,
for all positive integers n ≥ 3 we have
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(1.7)
n

ϕ(n)
< eγ log log n

(
1 +

2.51
eγ(log log n)2

)
.

Let n =
∏k

j=1 p
αj
j , pj ∈ P, where P is the set of prime numbers and αj ≥ 1

are integers for each j =1, 2, . . . , k.
The following identity has been used in the proof of the Theorem (1.3):

(1.8)
σ(n)
n

=
k∏

j=1

(
1− 1

p
1+αj
j

)
n

ϕ(n)
,

where σ is the sum divisors function and ϕ is the Euler totient function.
We note that in a recently published paper [3] by Choie, Lichardopol, Moree

and Solé has been proved that if n ≥ 37 does not satisfy Robin’s criterion it
must be even and is neither squarefree nor squarefull, moreover that nmust be
divisible by a fifth power > 1. As a consequence they proved that the Riemann
Hypothesis holds true iff every natural number divisible by a fifth power > 1
satisfies Robin’s inequality.

In this paper under some condition we give a short proof of the Robin in-
equality (R) for the remains case. Namely, we prove the following theorem:

Theorem (1.9). The Robin inequality (R) is true for all positive integers
n = 2αm, where (2,m) = 1, α ≥ 2 and m = m1M > 1

2e
e9
, if for odd positive

integer m1, such that ω(m1) = 2, where ω(m1) is the number of all distinct
primes of m1, the inequality

I(m1) =
2∏

j=1

(
1− 1

p
1+αj
j

)
<

49
50

is satisfied.

2. Basic lemmas

In the proof of the Theorem (1.9) we use of the following Lemmas:

Lemma (2.1). Let n = 2αm, (2,m) = 1, and ω(m) is the number of distinct
primes of m. If ω(m) = 1, then for every odd positive integer m > 1

4 e
e2

and each
fixed integer α ≥ 2, we have

(2.2) σ(2αm) < eγ2αm log log 2αm.

Lemma (2.3) ([4], Thm. 2). If for each odd positive integer m > m0 the
following inequality

(2.4) σ (2m) <
3
4
eγ2m log log 2m

is true, then for all integers n = 2αm, (2,m) = 1,m > m0 and every fixed integer
α ≥ 2 we have

(2.5) σ(2αm) < eγ2αm log log 2αm.

Proof of Lemma (2.1). First we note that if n = 2αm, (2,m) = 1 and ω(m) =
1, m > 1

4 e
e2

then we have

(2.6) m = pα1
1 , α ≥ 2 and pα1

1 >
1
4
ee

2
.
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Since

(2.7) σ(2αm) = σ(2α)σ(m) = (2α+1 − 1)σ(pα1
1 ) =

(
2α+1 − 1

) p1+α1
1 − 1
p1 − 1

,

then by (2.6), (2.7) and the fact that p1 − 1 ≥ 2
3p1 it follows that

(2.8) σ (2αm) < 2α+1 × 3
2
pα1

1 = 3× 2αm.

On the other hand by the assumption it follows that 2αm > 22 × 1
4 e

e2
> ee

2
.

Hence, we have

(2.9) eγ log log 2αm > 1.6 log log ee
2
> 1.6× 2 = 3.2 > 3.

From (2.9) and (2.8) we get

σ (2αm) < eγ2αm log log 2αm,

and the proof of the Lemma (2.1) is finished.

Lemma (2.10). Let m be an odd positive integer and let m =
∏k

j=1 p
αj
j , If

I(m) + 2.51
eγ(log log 2m)2 < 1, for m > mo, where I(m) =

∏k
j=1

(
1− 1

p
1+αj
j

)
then

(2.11)
σ(2m)

2m
<

3
4
eγ log log 2m.

Proof. From the identity (1.8), Rosser-Schoenfeld’s inequality (1.6) and the
assumption of the Lemma (2.10) it follows that

(2.12)
σ(2m)

2m
<

3
4
I(m)

(
1 +

2.51
eγ(log log 2m)2

)
eγ log log 2m.

Since I(m) < 1 then by the assumption of the Lemma (2.10) it follows that

(2.13) I(m)
(

1 +
2.51

eγ(log log 2m)2

)
< I(m) +

2.51
eγ(log log 2m)2 < 1.

Hence, from (2.13) and (2.12) we obtain the inequality 2.11.

Lemma (2.14). Let n = 2m1 and m1 be an odd positive integer such that
ω(m1) = 2. Then for m1 >

1
2e

e3
we have

(2.15)
σ (2m1)

2m1
<

3
4
eγ log log 2m1.

Proof. From the assumption of Lemma (2.14) we have thatm1 = pα1
1 pα2

2 and
we get

(2.16)
σ(2m1)

2m1
=
σ(2)σ(m1)

2m1
=

3
2

(p1+α1
1 − 1)(p1+α2

2 − 1)
pα1

1 pα2
2 (p1 − 1)(p2 − 1)

.

Since

(2.17) p1− 1 ≥ 2
3
p1, p2− 1 ≥ 4

5
p2, p1+α1

1 − 1 < p1+α1
1 , p1+α2

2 − 1 < p1+α2
2

then by (2.17) and (2.16) it follows that

(2.18)
σ(2m1)

2m1
<

3
2
× 3

2
× 5

4
=

3
4
× 15

4
.
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On the other hand since eγ > 1.6 and 2m1 > ee
3
, hence

(2.19) eγ log log 2m1 > 1.6× 3 = 4.8 >
15
4
.

From (2.18) and (2.19) we get

(2.20)
σ (2m1)

2m1
<

3
4
× 15

4
<

3
4
eγ log log 2m1,

and the proof of Lemma (2.14) is complete.

3. Proof of the Theorem (1.9)

From Lemma (2.1), Lemma (2.3) and Lemma (2.14) follows that we can
assume that ω(m) = k > 2. Applying Lemma (2.3) we prove the inequality
(2.4) for all odd positive integers m > 1

2e
e9
.

Let n = 2m, (2,m) = 1 and let

(3.1) m =
k∏

j=1

p
αj
j , I(m) =

k∏
j=1

(
1− 1

p
1+αj
j

)
, k = ω(m) > 2.

From the identity (1.8) we obtain

σ(2m)
2m

=
(

1− 1
22

)
I(m)

2m
ϕ(2m)

=
3
4
I(m)

2m
ϕ(2m)

.

Now, applying to 2m
ϕ(2m) the Rosser-Schoenfeld inequality (1.7) we get

(3.2)
σ(2m)

2m
<

3
4

(
I(m) +

2.51
eγ(log log 2m)2

)
eγ log log 2m.

On the other hand by the assumption thatm > 1
2e

e9
and the inequality eγ > 1.6,

α ≥ 2, it follows that

(3.3) eγ
(
log log 2m

)2
> 1.6

(
log log 2× 1

2
ee

9
)2

> 1.6× 81 > 50× 2.51.

From (3.3) we get

(3.4)
2.51

eγ
(
log log 2m

)2 <
1

50
.

Since ω(m) > 2, then we havem = m1M,where ω(m1) = 2. Moreover, we have

(3.5) I(m) =
k∏

j=1

(
1− 1

p
1+αj
j

)
= I(m1)I(M).

By the assumption of the Theorem (1.9) it follows that I(m1) < 49
50 , thus from

(3.5) we obtain

(3.6) I(m) <
49
50
I (M) <

49
50
,

because I(M) < 1.
From (3.6) and (3.4) we have

(3.7) I(m) +
2.51

eγ(log log 2m)2 <
49
50

+
1

50
= 1.
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By (3.7), (3.2) and Lemma (2.10) it follows that

(3.8)
σ(2m)

2m
<

3
4
eγ log log 2m×

(
I(m) +

2.51
eγ(log log 2m)2

)
<

3
4
eγ log log 2m.

From (3.8) and Lemma (2.3) we obtain that the proof of the Theorem (1.9) is
complete.
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Department of Mathematics and Applications
Jan Paweł II Western Higher School of
International Marketing and Finance
in Zielona Góra,
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ON THE CHARACTERIZATION OF THE KNEADING SEQUENCES
ASSOCIATED TO INJECTIVE LORENZ MAPS OF THE INTERVAL
AND TO ORIENTATION PRESERVING HOMEOMORPHISMS OF

THE CIRCLE

Dedicated to Michael Robert Hermann (1942-2000)

RAFAEL LABARCA AND LAUTARO VÁSQUEZ

Abstract. In this paper we characterize the kneading sequences associated
to injective Lorenz maps of the interval and to orientation preserving homeo-
morphisms of the circle.

1. Introduction

It is well known that the evolution of many processes can be dynamically
explained by the iteration of a map on a interval (see for instance [7], [19]). In
several other situations the dynamics of a higher dimensional system can be
reduced to the study of a map defined on an interval (see for instance [2], [6],
[9], [15], [14]). This is the case for the geometric model which R.F. Williams [20]
proposes to explain the existence of the strange attractor numerically detected
by E. N. Lorenz [17] for a quadratic vector field defined on R3. By assuming that
certain foliations remain invariant by the Poincaré map associated to a doubly
homoclinic loop of the vector field, the behavior of the flow in a neighborhood of
the loop can be understood from the iteration of a map defined on an interval.
In figure 1 we give a sketch of the geometric Lorenz attractor and in figure 2
we represent the one dimensional model associated to the attractor according
to the orientation of the vector field along the homoclinic loop.

The increasing and discontinuous one dimensional map given in figure 2 was
used by Guckenheimer and Williams ([6]) to show the existence of uncountable
many classes of non-equivalent geometric Lorenz attractors. The evidence of
the non-equivalence follows from the kneading sequences associated to these
one dimensional maps: Each one of these maps is semi-conjugated to an or-
dered subshift of the shift map, σ, defined on the set, Σ2, of sequences θ : N0 →
{0, 1} endowed with the metric d(θ, ξ) = 1

2n , where n = min{k ∈ N : θk 6= ξk}
and N0 = N∪{0}. In fact, if we consider in Σ2 the lexicographical order (θ < α if
θi = αi, i = 0, 1, . . . , k−1 and θk = 0, αk = 1) we can define the minimal (resp.
maximal) sequences in Σ2 as those a ∈ Σ0 (resp. b ∈ Σ1) such that σ i(a) ≥ a
(resp. σ i(b) ≤ b) for all i ∈ N (here Σi = {θ ∈ Σ2 : θ(0) = i}, i = 0, 1). For a,
b ∈ Σ2 let [a, b] = {θ ∈ Σ2;a ≤ θ ≤ b} be the closed interval defined by the
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Keywords and phrases: lexicographical world, kneading sequences, Lorenz maps.
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Figure 1. Geometric Lorenz attractor

c c

Figure 2. One-dimensional return map

lexicographical order in Σ2. Let Min2 (resp. Max2) denote the set of minimal
(resp. maximal) sequences in Σ0 (resp. Σ1). We define the Lexicographical
world (see [11, 12] and [13]) as LW = {(a, b) ∈ Min2×Max2, {a, b} ⊂ Σ[a, b]}
where

Σ[a, b] =
∞⋂
i=0

σ−i([a, 0b] ∪ [1a, b])

= {θ ∈ Σ2 : σ i(θ) ∈ [a, 0b] ∪ [1a, b] for all i ∈ N0}.

The ordered subshifts mentioned above are, precisely, those of the form
Σ[a, b]. In fact, since there are uncountably many different (a, b) ∈ LW then
there are uncountable many geometric Lorenz flows, as Guckenheimer and
William showed.

We observe that these ordered subshifts not only modelled Geometric Lorenz
flows. In fact, let 0 < c < 1 and DCc be the set of those maps f : ([0, 1] \ {c})→
[0, 1] such that

1. f |[0,c[ and f |]c,1] are continuous increasing maps,
2. f (c−) = 1 and f (c+) = 0.
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For f ∈ DCc let

Λf =

(
[0, 1] \

∞⋃
n=0

f−n(c)

)
⊂ [0, 1]

the “continuity” set of the map f . Associated to any x ∈ Λf (see section 2),
there is an itinerary If (x) ∈ Σ2 such that σ ◦ If (x) = If ◦ f (x) for any x ∈
Λf . These itineraries allow us to define If (x±), for any x ∈ [0, 1] and the set
Jf = {If (x±) : x ∈ [0, 1]}. It is not hard to prove that Jf = Σ([af , bf ]) where
af = If (0+) and bf = If (1−) are the kneading sequences associated to the map
f . So the dynamic of the ordered subshift σ : Σ[af , bf ] → Σ[af , bf ] essentially
represents the dynamic of any f ∈ DCc any 0 < c < 1.

For elements in DCc there are (at least) three degrees of complexity for the
dynamics of its elements that are:
(C1) DCc(1) = {f ∈ DCc : f (0) > f (1)};
(C2) DCc(2) = {f ∈ DCc : f (0) = f (1)} and
(C3) DCc(3) = {f ∈ DCc : f (0) < f (1)}.
Maps in C1 and C2 may have the same combinatorial dynamics but it is cer-
tainly different from the combinatorial dynamics that presents the elements in
C3. The difference, in the combinatorial dynamics, comes from the sequences
(af , bf ) ∈ LW that elements in DCc(1) ∪DCc(2) and DCc(3) may attach.

In the present work we present a classification of all the possible sequences
af ∈ Min2 that can be attached by the elements in DCc(1)∪DCc(2). Clearly, a
similar result is true for the sequences bf ∈ Max2 as we will make clear at the
end of the work.

In a forthcoming paper( see [16]) we will present a classification of all pos-
sible sequences af ∈ Min2 that can be attached by the elements in DCc(3).

2. Statement of the Main result

For θ ∈ Σ2 and k ∈ N such that θk+j = θj , for j ∈ N we will write θ =
θ0 · · · θk−1. If a = α0 · · ·αk−1ak we will denote a∗ = α0 · · ·αk−1bk with bk 6= ak.

Let a1, a2 be two periodic sequences in Σ2. The sequence m(a1, a2) = a1a2

will be called the average of the sequences a1 and a2. For a string a = a0 · · ·ak,
k ≥ 0 we will denote by an the string a · · ·a (n times). For a subset A ⊂ Σ2

whose points are isolated we will say that a1, a2 ∈ A are consecutive if a1 < a2

and there is not a ∈ A such that a1 < a < a2.

Examples. For a1 = 01, a2 = 011 we have m(a1, a2) = 01011 and a1 and a2

are consecutive sequences in the set

A0 = {0n1, 01n : n ∈ N} = {. . . , 0001, 001, 01, 011, 0111, . . .}
Let us consider A0 as in the example and define

An+1 = An ∪ {m(a1, a2) : a1, a2 ∈ An and a1 < a2 are consecutives}
for any n ≥ 0.

Let A∞ =
∞⋃
n=0

An. The aim of the present work is to prove

Theorem (2.1). The set KDCc = {af ∈ Σ0 : f ∈ (DCc(2) ∪DCc(1))} = A∞.
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It is not hard to see that for any Rα : [0, 1] → [0, 1], 0 < α < 1 such that
Rα(x) = x + α if 0 ≤ x < 1 − α and Rα(x) = x + α − 1 if 1 − α < x ≤ 1, there
is fα ∈ DCc(2) and an homeomorphism H : [0, 1] → [0, 1] such that H(0) = 0,
H(1 − α) = c, H(1) = 1 and H ◦ Rα ◦ H−1(x) = fα(x). Clearly the rotation
number of Rα (when considered as a map S1 → S1) is α, and consequently the
rotation number of fα, is α. It is not hard to see that for aα = afα and for
m(n) = # {number one presents in a0 · · ·an−1} that

lim
n→∞

m(n)
n

= α.

For instance, for the canonical family f : S1 → S1 given by fτ,b(x) = (x +
τ + b sin(2πx)) mod 1, it is well known that for b ≤ 1 the map fτ,b is an
orientation preserving homeomorphism of the circle and a description of the
set Tr = {(τ, b) : rotation number(fτ,b) = r} ⊂ {(τ, b) : τ ≤ 1} is known. For
rational r these sets are known as the “Arnold tongue of rational number r”
(see [1]) and for r irrational these sets are curves with the following remarkable
property: for fixed b the set Tr ∩ {(τ, b) : 0 ≤ τ ≤ 1} has positive Lebesgue
measure (see [8]). This canonical family is homologous to a family f̃τ,b ∈ DCc(2)
and the two parameter family of sequences a(τ, b) = af̃τ,b can be used, instead
of the rotation number, to parameterize the bifurcation diagram associated to
the canonical family (fτ,b) such that 0 < τ < 1, 0 ≤ b ≤ 1 (compare with [3]
and [5]).

The good news is that this parametrization for the bifurcation diagram, for
two parameter families of elements in DCc(2), can be extended to parameter-
ized families in DCc(2)∪DCc(3) as it is shown in [11] and [12].We will present
the exact scope of this extension in a forthcoming work (see [16]).

Remark: The search for the characterization of the kneading sequences of
maps in DCc in not new. In fact, it has a long history as may be appreciated in
[18] and the references there in. Nevertheless, our approach is certainly new.

For instance, some differences between our approach and those described
in [18] include the followings: (a) our presentation of the set of itineraries
associated to elements in DCc(2) is simpler than the representation given in
[18]; (b) our presentation is more explicit (with respect to the sequences that
effectively belongs to KDCc) and (c) our presentation applies to elements in
DCc(3) (as we will shown in a forth coming paper, see [16])

The sequence of this paper is organized as follows: In section 3 we introduce
the lexicographical world, describe the set DCc and we prove the realization
lemma for elements in DCc(2). In section 4 prove some properties of the set
A∞ and in section 5 we will prove our main result.

3. Symbolic dynamics for Lorenz maps

(3.1) The set DCc. In the sequel DCc will denote the set of maps f : ([0, 1] \
{c})→ [0, 1] such that

1. f[0,c[ and f]c,1] are continuous and increasing maps,
2. f (c−) = limx↑c f (x) = 1, f (c+) = limx↓c f (x) = 0.

For elements f , g ∈ DCc we can define d(f, g) = sup{|f (x) − g(x)| : x ∈
[0, c[} + sup{|f (x) − g(x)| : x ∈]c, 1]}. Since f |[0,c[ and g|[0,c[ (resp. f |]c,1] and
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g|]c,1]) can be extended (in a unique way) to continuous increasing maps f̄ ,
ḡ : [0, c]→ [0, 1] (resp. f̃ , g̃ : [c, 1]→ [0, 1]) such that

1. f̄ (c) = ḡ(c) = 1 (resp. f̃ (c) = g̃(c) = 0) and
2. sup{|f̄ (x) − ḡ(x)| : x ∈ [0, c]} = sup{|f (x) − g(x)| : x ∈ [0, c[} (resp.

sup{|f̃ (x)− g̃(x)| : x ∈ [c, 1]} = sup{|f (x)− g(x)| : x ∈]c, 1]})
then we conclude that d : DCc ×DCc → [0, 1] is a metric and (DCc, d) is a
complete metric space.

(3.2) The Lexicographical order. Let Σ2 denote the set of sequences θ :
N→ {0, 1} endowed with the topology given by the metric d(α, β) = 1

2n where
n = min{k : αk 6= βk}. Let σ : Σ2 −→ Σ2 be the shift map σ(θ0, θ1, θ2, . . .) =
(θ1, θ2, . . .). Let Σ0 and Σ1 denote the sets {θ ∈ Σ2 : θ0 = 0} and {θ ∈ Σ2 : θ0 =
1}, respectively. It is clear that Σ2 = Σ0 ∪ Σ1 and that the restriction σ|Σi

:
Σi → Σ2, i = 0, 1 is an homeomorphism. In Σ2 we consider the lexicographical
order θ < α for any θ ∈ Σ0 and α ∈ Σ1 or θ < α if there is n ∈ N such that
θi = αi for i = 0, 1, 2, . . . , n− 1 and θn = 0 and αn = 1.

For α, β ∈ Σ2 we define α ≤ β if α < β or α = β. In this situation, α ≤ β, we
define

Σ[α, β] = {θ ∈ Σ2 : α ≤ σ i(θ) ≤ β for all i ∈ N0} =
∞⋂
n=0

σ−n([α, 0β] ∪ [1α, β]).

(3.3) The set Σaf ,bf . For f ∈ DCc let

Γf =

[0, 1] \
∞⋃
j=0

f−j({c})


denote the set of “continuity” of the map. For x ∈ Γf we define If (x) ∈ Σ2 by
If (x)(i) = 0 if f i(x) < c and If (x)(i) = 1 if f i(x) > c.

For x = c we define If (c−) = limx↑c,x∈Γf If (x) and If (c+) = lim
x↓c,x∈Γf

If (x).

In the same way to any x ∈
⋃∞
j=0 f

−j({c}) such that f i(x) 6= c, 0 ≤ i < n and
fn(x) = c we associate the sequences If (x±) = (If (x)(0), . . . , If (x)(n−1), If (c±))
where If (x)(i) = 0 if f i(x) < c and If (x)(i) = 1 if f i(x) > c for 0 ≤ i < n.

For x ∈ Γf we define If (x±) = If (x). Let If = {If (x±) : x ∈ [0, 1]} and let
us denote by af = If (0+), bf = If (1−). The following lemma is a classical fact
that associate an ordered symbolic dynamical system to a Lorenz map on the
interval via kneading sequences. See, for instance [10] or [13].

Lemma (3.1). If = Σ[af , bf ]

Let f, g ∈ DCc. We will say that f has essentially the same dynamics as
g if If = Ig . We observe that, in this situation, up to the existence of some
intervals where the itineraries of the points are the same, the dynamics of the
maps f and g are topologically equivalent (see [4] and [10]).

(3.4) The Lexicographical world. Let Min2 = {a ∈ Σ0 : σk(a) ≥ a for all
k ∈ N} and Max2 = {b ∈ Σ1 : σk(b) ≤ b for all k ∈ N}. The elements in Min2

(resp. Max2) will be called minimal (resp. maximal).
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Notes:
1. Min2 and Max2 are closed sets in Σ2.
2. Assume a ∈ Min2 ∩Σ0 is a periodic sequence with period a0 · · ·ak then

for k ≥ 1 we have a0 = 0 and ak = 1.
3. Assume b ∈ Max2 ∩Σ1 is a periodic sequence with period b0 · · · bk then

for k ≥ 1 we have b0 = 1 and bk = 0.
The set LW = {(a, b) ∈ Min2×Max2 : {a, b} ⊂ Σ[a, b]} will be called the
lexicographical world.

(3.5) The realization lemma. Let us consider (a, b) ∈ LW . The following
result was proved in [10] and [13].

Proposition (3.2). There is f ∈ DCc such that If = Σ[a, b].

In this work we will prove the following

Proposition (3.3). For any a ∈ A∞ there is an element f ∈ DCc(2) such
that

1. f |[0,c[ and f |]c,1] are injective,
2. af = a and bf = max{σ i(a) : i ∈ N}.

That is, any element in A∞ is realized as the af−kneading sequence of some
element f ∈ DCc(2) that induces an homeomorphism F : S1 −→ S1.

Proof. Let a0 < a1 < · · · < alast = ap < 01 < 10 < bfirst = bp+1 < · · · <
bk = b(a) = max{σ i(a) : i ∈ N} denote consecutive elements in the finite orbit
{σj(a) : j ∈ N} = {a, σ(a), σ2(a), . . . , σk−1(a)}.

Consider closed intervals L0, L1, . . . , Lk such that
k⋃

j=0

Lj = [0, 1],min(L0) = 0,

max(L0) = min(L1), . . . ,max(Lp) = c = min(Lp+1),

max(Lp+1) = min(Lp+2), . . . ,max(Lk−1) = min(Lk) and

max(Lk) = 1.

Here min[x, y] = x and max[x, y] = y.
Now define a map f which is continuous and strictly increasing and satisfies:

f (Lp+1) = L0, f (Lp+2) = L1, . . . , f (Lk) = Lk−p−1, f (L0) = Lk−p,

f (L1) = Lk−p+1, . . . , f (Lp) = Lk.

Clearly f ∈ DCc(2) satisfy 1 and 2.

Corollary (3.4). Let a ∈
(
A∞ \A∞

)
then there is a map f ∈ DCc(2) that

satisfies
1. f |[0,c[ and f |]c,1] are injective;
2. af = a and bf = b(a) = sup{σ i(a) : i ∈ N}.

Proof. Take a sequence (an) ⊂ A∞ such that lim
n→∞

an = a. Let (fn) ⊂ DCc(2)

the sequence constructed as in the proposition. It is clear that this construction
can be realized in such way that the extension (f̄n), f̄n : [0, c] −→ [0, 1] and
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f̃n : [c, 1] −→ [0, 1] form a Cauchy sequence. Its limits in DCc(2) satisfies 1
and 2.

As a consequence of proposition 3.3 and its corollary we have

Corollary (3.5). A∞ ⊂ KDCc.

(3.6) The renormalization map. Let a = a0 · · ·ak and b = b0 · · · bp be two
different strings of 0’s and 1’s such that a < b. Let Σ(a, b) denote the set of
sequences θ : N −→ {a, b} with the induced topology as a subset of Σ2.

The renormalization mapRa,b : Σ2 → Σ(a, b) is defined byRa,b(c0, c1, c2, . . .) =
(c̄0, c̄1, c̄2, . . .) where c̄i = a if ci = 0 and c̄i = b if ci = 1

Examples. Ra,b(01) = ab, R01,1(011) = 0111, R0,01(011) = 00101.

It is clear that the renormalization map is continuous and bijective.

Lemma (3.6). Assume α ≤ β in Σ2 then Ra,b(α) ≤ Ra,b(β) in Σ2. (That is: the
renormalization map is order preserving.)

Proof. If length(a) = k = p =length(b) then the result is obvious. In fact
for some r < k = p we have ai = br, 0 ≤ i < r and ar = 0, br = 1. Since α ≤ β
then there is n0 such that αi = βi for 0 ≤ i < n0 and αn0 = 0, βn0 = 1. So
Ra,b(α) = (α̃0, . . . , α̃n0−1, a, . . .) < Ra,b(β) = (α̃0, . . . , α̃n0−1, b, . . .).

Assume length(a) = k < p =length(b). If for some r ≤ k we have ar 6= br
then the result follows as in the previous case.

So, let us assume that b = asbsk, . . . , bp with 0 ≤ p − sk < k. If bsk+i 6= ai
for some 0 ≤ i < p − sk then the result follows as in the previous case.

Assume bsk+i = ai, 0 ≤ i ≤ p − sk. In this condition, and because a < b, we
must have a0 · · ·ap−ska0 · · ·a(s+1)k−p−1 > a0 · · ·ak and, consequently, ba > as+1

which imply ba > ab. So, we have a < ab < ba < b. Inductively, for any
θ0θ1 · · · θk with θi ∈ {a, b} we have θ0 · · · θka < θ0 · · · θkab < θ0 · · · θkba <
θ0 · · · θkb.

Now, any α = α0 · · ·αk0αk+2 · · · satisfy

Ra,b(α) = ᾱ0 · · · ᾱkaᾱk+2 · · · ∈ [ᾱ0 · · · ᾱka, ᾱ0 · · · ᾱkab]

and any
β = α0 · · ·αk1βk+2 · · ·

satisfy
Ra,b(β) = ᾱ0 · · · ᾱkbβ̄k+2 · · · ∈ [ᾱ0 · · · ᾱkba, ᾱ0 · · · ᾱkb].

In particular, Ra,b(α) < Ra,b(β).
The case length(a) = k >length(b) = p can be done in a similar way.

Lemma (3.7). Assume a ∈ Min2 then {R0,01(a), R01,1(a)} ⊂ Min2. That is
R0,01(Min2) ⊂ Min2 and R01,1(Min2) ⊂ Min2.

Proof. Assume a ∈ Min2 is a periodic sequence. That is

a = 0k11p10k21p2 · · · 0kr1pr .
Sinceσ i(a) ≥ a for all i ∈ N we have 0kj1pj0kj+11pj+1 · · · 0kj−11pj−1 ≥ a for any j =
1, 2, . . . , r. In particularR0,01(0kj1pj · · · 0kj−11pj−1 ) = 0kj (01)pj · · · 0kj−1 (01)pj−1 ≥
R0,01(a) = 0k1 (01)p10k2 (01)p2 · · · 0kr (01)pr for any j = 1, 2, . . . , r. Since any other
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σ−iteration of R0,01(a) start with (01) or 1 we have σk(R0,01(a)) ≥ R0,01(a) for
all k ∈ N.

In a similar way we obtain the result for R01,1.

4. Some properties of A∞

Let a = a0 · · ·ak and b = b0 · · · bp be two strings of zeros and ones. We define
the average of these two strings as the sequencem(a, b) = ab = a0 · · ·akb0· · ·bp,
which is a periodic sequence.

Lemma (4.1). Ifa = a0 · · ·ak, b = b0 · · · bp are two strings such thata ∈ Min2

and b ∈ Min2 and a < b then m(a, b) ∈ Min2 and a < m(a, b) < b.

Proof. Let us first prove the inequality. Assume a = a0 . . . ak and b =
b0 . . . bk, then the condition a < b implies that there exists i, 0 < i < k such
that ai = 0 and bi = 1.So, in this situation we easily get a < m(a, b) < b.

Let us now consider that a = (0k11l1 )r1 (0k21l2 )r2 . . . (0ks1ls )rs . The condition
a ∈ Min2 imply that k1 ≤ k2 and k1 = min{k1, k2, . . . , ks}. Let us assume that
period(b) > period(a). Let us write b = b0b1 . . . bp and a = α0α1 . . . αp . . . .

Claim. In this situation there is i, 1 ≤ i ≤ p such that bi 6= αi.
In fact, otherwise b0 = α0, b1 = α1, . . . , bp = αp. hence, and without loss,

we can assume that b = ((0k11l1 )r1 (0k21l2 )r2 . . . (0ks1ls )rs )t0k11p1 . Let N = [(k1 +
p1)r1 + (k2 + p2)r2 · · ·+ (ks + ps)rs]t then we have

σN (b) = 0k11p1 ((0k11l1 )r1 (0k21l2 )r2 . . . (0ks1ls )rs )t0k11p1 . . .

So, we must have σN (b) < b a contradiction with b ∈ Min2. Therefore, in this
case, we obtain the claim.

In a similar way, for b = ((0k11l1 )r1 (0k21l2 )r2 . . . (0ks1ls )rs )t0k11i for some 1 ≤
i ≤ r1 or b = ((0k11l1 )r1 (0k21l2 )r2 . . . (0ks1ls )rs )t(0k11p1 )i for some 1 ≤ i ≤ r2 or
b = ((0k11l1 )r1 (0k21l2 )r2 . . . (0ks1ls )rs )t(0k11p1 )r1 (0k21p2 )i for some 1 ≤ i ≤ r2, we
obtain a contradiction with b ∈ Min2.

Now, by the claim, we must have

a = α0 . . . αi−10 . . . αp · · · = a0a1 . . . aka0 . . . ak . . .

and
b = α0α1 . . . αi−11 . . . bp . . . .

Assuming i = (k + 1)p + l then al−1 = 0 and b = (a0 . . . ak)pa0 . . . al−11. This
implies that

a = (a0 . . . ak)p+1a0 . . . al−1al · · · < ab = (a0 . . . ak)p+1a0 . . . al−11 and ab < b

as we announced.
Let us now prove that m(a, b) ∈ Min2. So, assume a = 0k11p10k21p2 · · · 0ks1ps

and b = 0l11m10l21m2 · · · 0lt1mt . Without loss of generality let us assume that
s ≥ t.

Since a, b ∈ Min2 we have k1 = max{k1, . . . , ks} and l1 = max{l1, . . . , lt}.
Moreover the condition a < b imply l1 ≤ k1.

We have ab = 0k11p1 · · · 0ks1ps0l11m1 · · · 0lt1mt .
For 1 ≤ i ≤ t put ks+i = li and ps+i = mi.
We have ab = 0k11m1 · · · 0ks1ms0ks+11ps+1 · · · 0ks+t1ps+t .
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Note that if for some j, 1 ≤ j ≤ s + t we have
0kj1pj0kj+11pj+1 · · · 0ks+t1ps+t0k11p1 · · · 0kj−11pj−1 < ab then we must have either

1. k1 < kj for some j ∈ {2, 3, . . . , s + t} and we contradicts a ∈ Min2 (2 ≤
j ≤ s) or b ∈ Min2 (s + 1 ≤ j ≤ s + t) or

2. k1 = kj for any j ∈ {2, . . . , s + t}. In this situation p1 > pj for some
j ∈ {2, . . . , s + t}. Hence we contradicts a ∈ Min2 (2 ≤ j ≤ s) or b ∈
Min2 (s + 1 ≤ j ≤ s + t).

Therefore: σ i(ab) ≥ ab for any i ∈ N.

Now, as in section 2, let A0 = {0n1, 01n : n ∈ N}, An+1 = An ∪ {m(a1, a2) :

a1, a2 ∈ An are consecutive sequences} and A∞ =
∞⋃
n=0

An.

Corollary (4.2). A∞ ⊂ Min2.

Proof. Clearly A0 ⊂ Min2. Assume An ⊂ Min2. For a ∈ An+1 we have
either a ∈ An or there are two consecutive sequences a1 < a2 such that a =
m(a1, a2). In the first case a ∈ Min2 and in the second one a ∈ Min2 by lemma
4.1.

In order to prove the main result, we will give a different presentation of the
setA∞, for this we will construct inductively a setA∞ such that: (A∞\{0, 1}) =
A∞.

To do so, let us define A0 = {0, 1}, A1 = R0,01(A0) ∪ R01,1(A0) and An+1 =
R0,01(An) ∪R01,1(An) for n ≥ 1.

Examples: A1 = {0, 01, 1}, A2 = {0, 001, 01, 011, 1},
A3 = {0, 0001, 001, 00101, 01, 01011, 011, 0111, 1}

In general we note that #(An+1) = 2#(An)−1 = 2(2n + 1)−1 = 2n+1−1 and

An = {Alk+1Blk · · ·Al2Bl1 (0), Blk+1Alk · · ·Bl2Al1 (0),

Alk+1Blk · · ·Al2Bl1 (1), Blk+1Alk · · ·Bl2Al1 (1)}

for l1, l2, . . . , lk+1 such that l1 + · · ·+ lk+1 = n and A = R0,01, B = R01,1

Proposition (4.3). For A∞ =
∞⋃
n=0

An we have A∞ = (A∞ \ {0, 1}).

Proof. Let us initially prove that A∞ ⊂ A∞. In the sequel we will use the
notation 01 = A(1) = B(0).

For 0k1 ∈ A0 we have 0k1 = 0k−101 = A(0k−11) = Ak−1(01) = Ak(1).
For 01k ∈ A0 we have 01k = 011k−1 = B(01k−1) = Bk−1(01) = Bk(0). Hence,

we get A0 ⊂ A∞.
Without loss of generality, let us show that An∩]A(01), 01[⊂ A∞ for any

n ≥ 1.
In fact, A1∩]A(01), 01[= {A(01)01} = {AB(01)} ⊂ A∞ and we have A1 ∩

[A(01), 01] = {A(01), 01, AB(01)} ⊂ A∞
For (A2\A1) we have (A2\A1)∩]A(01), 01[= {A(01)AB(01), AB(01)01} =

{A(01B(01)), 0010101} = {ABA(01), ABB(01)}. So, we get A2 ∩ [A(01), 01] =
{A(01), 01, AB(01), ABA(01), ABB(01)}.
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For (A3\A2) we have

(A3\A2)∩]A(01), 01[ = {A(01)ABA(01), ABA(01)AB(01), AB(01)ABB(01),

ABB(01)01}

= {ABAA(01), ABAB(01), ABBA(01), AB3(01)}.

So, we get

A3 ∩ [A(01), 01] = {A(01), 01, AB(01), ABA(01), ABB(01), ABA2(01),

ABAB(01), ABBA(01), AB3(01)}.

Hence, for n ≥ 3 let us assume inductively that

An ∩ [A(01), 01] = {A(01), 01, AB(01), ABA(01), ABB(01, ABA2(01),

ABAB(01), ABBA(01), ABB2(01), . . . , ABAn−1(01),

ABAn−2B(01), ABAn−3BA(01), ABAn−3B2(01), . . . ,

ABBn−3A2(01), ABBn−3AB(01), ABBn−2A(01),

ABBn−1(01)} ⊂ A∞.

In this situation for (An+1\An) we have

(An+1\An)∩]A(01), 01[ = {A(01)ABAn−1(01), ABAn−1(01)ABAn−2(01),

ABAn−2(01)ABAn−2B(01),

ABAn−2B(01)ABAn−3B(01), . . .

ABBn−2A(01)ABBn−2(01),

ABBn−2(01)ABBn−1(01), ABBn−1(01)01}

= {ABAn(01), ABAn−1B(01), ABAn−2BA(01),

ABAn−2B2(01), . . . ABBn−1A(01), ABBn(01)}.

We conclude that (An+1\An)∩]A(01), 01[⊂ A∞. We proceed in a similar way to
show that An ∩ [Ai+1(01), Ai(01)] ⊂ A∞ for i ≥ 1. In this case we get

An ∩ [Ai+1(01), Ai(01)] = {Ai+1(01), Ai(01), AiB(01), AiBA(01),

AiBB(01), . . . , AiBAn−1(01), AiBAn−2B(01),

AiBAn−3BA(01), . . . , AiBBn−2A(01),

AiBBn−1(01)} ⊂ A∞.

We also can prove, simmilarly, that An ∩ [Bi−1(01), Bi(01)] ⊂ A∞ for i ≥ 1.
So we conclude that An ⊂ A∞ for all n ≥ 1 and then A∞ ⊂ A∞.

Let us now prove that (A∞ \ {0, 1} ⊂ A∞. It is clear that(
A0 ∪ A1 ∪ A2 ∪ A3 \ {0, 1}

)
⊂ A∞.

Let us assume that

(
n⋃
i=0

Ai \ {0, 1}

)
⊂ A∞. Let α ∈ (An+1 \ {0, 1}) we have

that α = R0,01(a) or α = R01,1(a) for some a ∈ An. By the inductive hypothesis
we have a ∈ A∞.
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For a = 0m1 we have

α = R01,1(0m1) = (01)m1 = (01)m−1011 = m(01, (01)m−2011) ∈ A∞

or a = R0,01(0m1) = 0m+11 ∈ A∞.
For a = 01m we have

α = R0,01(01m) = 0(01)m = 001(01)m−1 = m(001(01)m−1, 01) ∈ A∞

or α = R01,1(01m) = 011m = 01m+1 ∈ A∞.
In all the other cases there is an m such that (i) 0m+11 < a < 0m1 or (ii)

01m < a < 01m+1. Without loss of generality let us assume that (i) is the case.
In this situation a ∈ Ap for some p ∈ N and a = m(a1, a2) for a1, a2 ∈ Ap−1

two consecutives sequences. We may have (*) 0m+11 ≤ a1 < a2 ≤ 0m+110m1
or (4) 0m+110m1 ≤ a1 < a2 ≤ 0m1. Without loss of generality let us assume
that (*) is the case.

For a1 = 0m1 we must have a2 = (0m+11)p−10m1 and a = (0m+11)p0m1. In
this situation for α we have either

α = R0,01
(
(0m+11)p0m1

)
= (0m+21)p0m+11 ∈ Ap

or

α = R01,1
(
(0m+11)p0m1

)
= ((01)m+11)p(01)m1

= ((01)m011)p(01)m−1011 ∈ A∞.

For a1 = (0m+11)p−10m1 we must have a2 = (0m+11)p−20m1 and

a = (0m+11)p−10m1(0m+11)p−20m1.

Hence, for α we have either

α = R0,01
(
(0m+11)p−10m1(0m+11)p−20m1

)
= (0m+21)p−10m+11(0m+21)p−20m+11

= m
(
(0m+21)p−10m+11, (0m+21)p−20m+11

)
∈ Ap,

since (0m+21)p−10m+11 and (0m+21)p−20m+11 are consecutives sequences in
Ap−1 or

α = R01,1
(
(0m+11)p−10m1(0m+11)p−20m1

)
= ((01)m+11)p−1(01)m1((01)m+11)p−2(01)m1

= ((01)m011)p−1(01)m−1011((01)m011)p−2(01)m−101

= m(((01)m011)p−1(01)m−1011, ((01)m011)p−2(01)m−1011) ∈ A∞.

For a1 = (0m+11)p−20m1 we must have a2 = (0m+11)p−20m1(0m+11)p−30m1
and a = (0m+11)p−20m1(0m+11)p−20m1(0m+11)p−30m1. In this case for α we
have either

α = R0,01(a) = (0m+21)p−20m+11(0m+21)p−20m+11(0m+21)p−30m+11

= m((0m+21)p−20m+11, (0m+21)p−20m+11(0m+21)p−30m+11) ∈ A∞
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or

α = R01,1(a) = ((01)m011)p−2(01)m−1011((01)m011)p−3(01)m−1011

= m(((01)m011)p−2(01)m−1011, ((01)m011)p−3(01)m−1011) ∈ A∞.

For a1 = (0m+11)p−20m1(0m+11)p−30m1 we must have a2 = (0m+11)p−30m1.
So, we geta = (0m+11)p−20m1((0m+11)p−30m1)2. Therefore, forαwe have either

α = R0,01(a) = (0m+21)p−20m+11((0m+21)p−30m+11)2

= m((0m+21)p−20m+11(0m+21)p−30m+11, (0m+21)p−30m+11) ∈ A∞
or

α = R01,1(a) = ((01)m011)p−2(01)m011(((01)m011)p−3(01)m−1011)2

= m(((01)m011)p−2(01)m011((01)m011)p−3(01)m−1011,

((01)m011)p−3(01)m−1011)

∈ A∞.

In the same way we prove the result for

(0m+11)i0m1 ≤ a1 < a2 ≤ (0m+11)i−10m1

two consecutive sequences in Ap−1 for i = p − 3, p − 2, . . . , 2.
We proceed in a similar way for the case (4).
Therefore, we conclude that α ∈ A∞ for any α ∈ An+1 \ {0, 1}.

5. Proof of the main result

Let us now define A ⊂ Min2 by A = {a ∈ Min2 : σ(a) ≥ σ(Sup{σk(a) : k ∈
N})}. It is not hard to prove that A is a closed set.

Let us now prove the following

Proposition (5.1). A = A∞.

Proof. To prove the inclusion A∞ ⊂ A we proceed as in the proposition
3.3. That is: initially we prove that A0 ⊂ A, we assume, inductively, that
A0 ∪ · · · ∪ An ⊂ A and we prove, exhaustively, that (An+1 \ An) ⊂ A. Hence,
we conclude A∞ ⊂ A.

So, let us prove that A ⊂ A∞.
Let a ∈ A and b(a) = sup{σ i(a) : i ∈ N}.
For a = 01 we have σ(a) = 1, b(a) = 1 and a ∈ A. Since a = limn→∞ 01n.

We have that a ∈ A∞.
For a = 0 we have σ(a) = a and b(a) = a. Since a = limn→∞ 0n1. We have

a ∈ A∞.
For any other a ∈ A there is n ∈ N such that 0n+11 ≤ a ≤ 0n1 or 01n ≤ a ≤

01n+1.
Without loss of generality let us assume that 0n+11 ≤ a ≤ 0n1.
For a = 0n1 we have σ(a) = 0n−110 and b(a) = 10n. So, σ(b(a)) = 0n1 =

a < σ(a).
That is a ∈ A. The same is true for a = 0n+11.
Since, by definition, we have 0n+11 ∈ A∞ and 0n1 ∈ A∞ we have a ∈ A∞

in these cases.
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Let us assume that 0n+11 < a < 0n1. It is clear that b(a) 6= 1. In fact,
otherwise σ(b(a)) = 1 > σ(a) since 0n1 < σ(a) < 0n−110n1. So, we must have
b(a) < 1.

We note, in this case, that a cannot have two consecutive ones. In fact, for
a = 0n+111 . . .we have σ(a) = 0n11 . . .. If b(a) ≥ 110s1 . . . then σ(b(a)) ≥ 10s1 >
σ(a), a contradiction.

For a = 0n10k110k21 · · · 0ks11 · · · with n ≥ 2 we also have obtain σ(a) <
σ(b(a)), a contradiction. For the case n = 1 if a = (01)r11(01)r21 · · · we have
a > 01 a contradiction with our assumption 021 < a < 01.

So, a ∈ A cannot have two consecutive ones and a = 0n(01)k10k2 (01)k2 · · · .
Let us now assume that a is a periodic sequence

a = 0n(01)k10k2 (01)k3 · · · 0k2r (01)k2r+1 .

(I) Assume n ≥ 2 then we must have k1 = k3 = · · · = k2r+1 = 1. Otherwise
assume, for instance, that k1 ≥ 2. Then b(a) ≥ (10)k10k2−1 · · · and σ(b(a)) ≥
010 · · · > σ(a) = 0n−1(01)k1 · · · 0k2r (01)k2r+1a, a contradiction.

Hence, for

n ≥ 2, a = 0n(01)0k2 (01) · · · 0k2r01 = 0n+110k2+110k4+11 · · · 0k2r+11.

It is clear that ki ≤ n because otherwise a /∈ Min2, a contradiction. More-
over k2i ≥ n − 1 for any i = 1, 2, . . . , r. Otherwise assume k2j defined by
k2j = min{k2i : i = 1, . . . , r} is such that k2j < n − 1. We must have
b(a) ≥ 10k2j+110k2(j+1)+1 · · · 0k2r+110n+11 · · · 10k2(j−1)+1 and
σ(b(a)) ≥ 0k2j+110k2(j+1)+1 · · · 0k2r1a > σ(a) = 0n1 · · · because k2j + 1 < n.
Hence, n− 1 ≤ k2i ≤ n for i = 1, 2, . . . , r.

So, a = 0n(01)0k2 (01) · · · 0k2r (01). Assume k2r = n. In this case we must have
k2 = k4 = · · · = k2r = n and a = 0n+11 ∈ A∞. If not, let us assume for instance
that k2 = n − 1. In this situation we have a = 0n+110n10k4+110k2(r−1)+110n+11
and for some j, σj(a) = 0n+110n+110n1 · · · 0k2(n−1)1 < a. Therefore k2r = n − 1
and for the sequence a we get

a = 0n+110k2+11 · · · 0k2(r−1)+110n1

= 0n(01)0k21 · · · 0k2(n−1) (01)0n−1(01)

= R0,01(0n10k21 · · · 0n−11).

Let a1 = 0n10k21 · · · 0n−11. It is clear that a1 ∈ Min2. In fact, otherwise
there exists j such that k2j = n, k2(j+1) = k2, . . . , k2(j+p) = k2p and k2(j+p+1) >
k2(p+1). Applying these values to a we have that a /∈ Min2, a contradiction. So,
a1 ∈ Min2.

It is clear that b(a) = 10n10t2+1 · · · 10t2r+1 if and only if

b(a1) = 10n−110t2 · · · 10t2r

and, consequently, σ(b(a)) ≤ b(a) imply σ(b(a1)) ≤ σ(a1). So, we conclude
a1 ∈ A and 0n1 < a1 < 0n−11.

If n − 1 ≥ 2 we obtain a2 ∈ A such that a1 = R0,01(a2) and 0n−11 < a2 <
0n−11. Successively, we will continue up to find ak ∈ A such that 021 < ak < 01
and ai−1 = R0,01(ai) for i = 1, 2, . . . , k, a0 = a.

(II) So, let us consider the case 021 < a < 01 and a ∈ A.
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In this situation we must have

a = (021)p1 (01)p2 (021)p3 · · · (021)p2r−1(01)p2r

= R0,01((01)p11p2 (01)p3 · · · (01)p2r−11p2r )

= R01,1 ◦R01,1(0p11p20p3 · · · 0p2r−11pr ).

As in the case (I) we can prove that a1 = 0p11p2 · · · 0p2r−11p2r ∈ A and 0p11 <
a1 < 0p1−11.

Now, we can apply the part (I) to a1 and we have a1 = R0,01(ã1) for some
ã1 ∈ A.

So, a = R0,01◦R01,1◦R0,01(ã1). Successively, we obtain that a = R0,01◦R01,1◦
Ri1

0,01 ◦R01,1 ◦Ri2
0,01 ◦ · · · ◦R

ik
0,01(01). Hence, by proposition 3.3, we conclude that

a ∈ A∞. Since any a ∈ A can be approximated by periodic sequences in A we
conclude that A ⊂ A∞.

To complete the proof of the Theorem (2.1) we need to prove the following

Proposition (5.2). For any f ∈ DCc(2) the kneading sequence af = If (0+)
satisfy a ∈ A. The same result is true for f ∈ DCc(1).

Proof. Clearly a ∈ Min2. Since f (0) = f (1) and f |[0,c[ and f |]c,1] are increas-
ing we have f (x) ≥ f (y) for any x ∈ [0, c[ and y ∈]c, 1].

Assume x0 = f (0) = f (1) ∈]0, 1[. Assume ε > 0 is such that ]x0− ε, x0 + ε[⊂
]0, 1[. Since ]x0−ε, x0] ⊂ f (]c, 1]) then there is δ > 0 such that f (1−δ) = x0−ε
and for any z ∈]x0 − ε, x0] there is y ∈]1− δ, 1] such that f (y) = z.

Since [x0, x0 + ε[⊂ f ([0, c[) then there is δ̃ > 0 such that f (δ̃) = x0 + ε and
for any z ∈]x0, x0 + ε[ there is y ∈ [0, δ̃[ such that f (y) = z.

In this situation

If (x+
0 ) = lim

z↓x0,z∈Γf
If (z) = lim

y↓0,y∈Γf
If (f (y)) = If (f (0+)) = σ ◦ If (0+) = σ(af )

and

If (x−0 ) = lim
z↑x0,z∈Γf

If (z) = lim
y↑1,y∈Γf

If (f (y)) = If (f (1−)) = σ ◦ If (1−) = σ(bf ).

Since If (x−0 ) ≤ If (x0) we obtain σ(bf ) ≤ σ(af ). For b(af ) = sup{σ i(af ) : i ∈
N} we have b(af ) ≤ bf and, consequently, σ(b(af )) ≤ σ(bf ). Hence, we obtain
σ(b(af )) ≤ σ(af ) as we claim. Clearly a similar argument apply for elements
in DCc(1).

Theorem (2.1) is now a consequence of corollary (3.5) and proposition (5.2).

Remark. Now we can consider the sets KDCc(b) = {bf : f ∈ DC(1) ∪ DCc(2)}
and B∞ = {b(a) : a ∈ A∞} and, in a similar way as we did for the proof of the
theorem 2.1, we can prove that KDCc(b) = B∞.
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[18] R. Siegel, C. Tresser, G. Zehler, A Decoding problem in Dynamics and Number Theory
Chaos vol. 2 N. 4 pp 473-493 (1992).
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SPACE-LIKE HYPERSURFACES WITH CONSTANT k-TH MEAN
CURVATURE IN Sn+1

1 (c)

SHICHANG SHU AND SANYANG LIU

Abstract. In this paper, we give some characterizations of Riemannian prod-
uct Hm(c1) × Sn−m(c2) and show that the Riemannian product Hm(c1) ×
Sn−m(c2) is the only complete connected space-like hypersurface in a de Sit-
ter space Sn+1

1 (c) with constant k-th mean curvature Hk > 0(k < n) and two
distinct principal curvatures, if (1) the multiplicities of both principal curva-
tures are greater than 1, in this case 1 < m < n − 1, or (2) one of the both
principal curvatures is simple and H

2/k
k

< c and the sectional curvature of
Mn is non-negative or the squared norm of the second fundamental form of
Mn satisfies some pinching conditions, respectively, in this case m = 1 or
m = n− 1. We extend recent result of Z. Hu et al. [7].

1. Introduction

Let Sn+1
1 (c) be an (n+1)-dimensional de Sitter space with constant sectional

curvature c (c > 0). A hypersurface in a de Sitter space is said to be space-like
if the induced metric on the hypersurface is positive definite.

In connection with the negative settlement of the Bernstein problem due to
Calabi [3], Cheng-Yau [4] and Choquet-Bruhat et al. [5] proved for c ≥ 0 and
T. Ishihara [8] proved for c < 0 the following theorem.

Theorem (1.1). ([4], [5], [8]). Let Mn be an n-dimensional (n ≥ 2) complete
maximal space-like hypersurface in an (n+1)-dimensional Lorentzian space
form Mn+1

1 (c). Then
(i) if c ≥ 0, Mn is totally geodesic.
(ii) if c < 0, then S ≤ n and S = n if and only if Mn = Hm(− n

m ) ×
Hn−m(− n

n−m ), (1 ≤ m ≤ n − 1), where S denotes the squared norm of the
second fundamental form of Mn.

As a generalization of Theorem (1.1), complete space-like hypersurfaces with
constant mean curvature in a Lorentz manifold have been investigated by
many mathematicians. For example, let Mn be an n-complete space-like hy-
persurface with constant mean curvature in a de Sitter space Sn+1

1 (c), Goddard
[6] conjectured that every such hypersurface must be totally umbilical. Aku-
tagawa [2] and Ramanathan [14] had proved independently that Goddard’s
conjecture is true if H2 ≤ c when n = 2, and n2H2 < 4(n − 1)c when n ≥ 3.
Montiel [12] solved this conjecture in the case when M is compact. Further
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Keywords and phrases: space-like hypersurface, de Sitter space, k-th mean curvature, princi-

pal curvature.
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discussions in this regard have been carried out by many other authors, we
can see [7]-[11] and the author [15].

In [18] and [7], by considering the sectional curvature and the squared norm
S of the second fundamental form of Mn, Zheng and Z. Hu et al. proved the
following result, respectively.

Theorem (1.2). ([18]). Let Mn be an n-dimensional compact space-like hy-
persurface in an (n+1)-dimensional de Sitter spaceSn+1

1 (c) with constant scalar
curvature n(n−1)r. If r < c and the sectional curvature of Mn is non-negative,
then Mn is isometric to a sphere.

Theorem (1.3). ([7]). Let Mn be an n-dimensional (n ≥ 3) complete con-
nected and oriented space-like hypersurface in an (n+ 1)-dimensional de Sitter
space Sn+1

1 (1) with constant scalar curvature n(n − 1)r and with two distinct
principal curvatures, one of which is simple.

(i) If r 6= 0 and S ≥ (n − 1)n(1−r)−2
n−2 + n−2

n(1−r)−2 , then Mn is isometric to the
hyperbolic cylinderH1(c1)×Sn−1(c2), where c1 = − nr

n(1−r)−2 , c2 = nr
n−2 and r > 0

or spherical cylinder Hn−1(c1) × S1(c2), where c1 = nr
n−2 , c2 = − nr

n(1−r)−2 and
r < 0.

(ii) If r > 0 and S ≤ (n − 1)n(1−r)−2
n−2 + n−2

n(1−r)−2 , then Mn is isometric to the
hyperbolic cylinder H1(c1)× Sn−1(c2), where c1 = − nr

n(1−r)−2 and c2 = nr
n−2 .

We denote by h the second fundamental form ofMn and denote by λ1, λ2, . . . ,
λn the principal curvatures at an arbitrary point of Mn. From [11], we know
that the k-th mean curvature Hk of Mn is defined by

Pn(t) = (1 + tλ1)(1 + tλ2) · · · (1 + tλn) = 1 + C1
nH1t + · · ·+ Cn

nHnt
n,

that is, the k-th mean curvatureHk is the normalized k-th symmetric function
of principal curvatures of the hypersurface Mn defined by

(1.4) Ck
nHk =

∑
1≤i1<i2<···<ik≤n

λi1 · · · λik ,

where Ck
n = n!

k!(n−k)! .
We should note that if k = 1, H1 is the mean curvature of Mn and if k = 2,

from (1.1) and (2.11), we have H2 = c − r, where r is the normalized scalar
curvature of Mn.

In this paper, we investigate complete hypersurfaces in a de Sitter space
Sn+1

1 (c) with constant k-th mean curvature Hk(k < n) and with two distinct
principal curvatures. In order to state our theorem clearly, we introduce, see U-
H.Ki et al. [10], the well-known standard models of complete space-like hyper-
surfaces with non-zero constant k-th mean curvature in an (n+1)-dimensional
de Sitter space Sn+1

1 (c):

Hm(c1)× Sn−m(c2) = {(x, y) ∈ Sn+1
1 (c)

⊂ Rn+2
1 = Rm+1

1 ×Rn−m+1 : |x|2 = − 1
c1
, |y|2 =

1
c2
},
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where 1
c1

+ 1
c2

= 1
c , c1 < 0, c2 > 0 and m = 1, · · · , n − 1. We note that

Hm(c1) × Sn−m(c2) in Sn+1
1 (c) has two distinct principal curvatures

√
c − c1

with multiplicity m and
√
c − c2 with multiplicity n−m.

From U-H. Ki et al. [10], H1(c1) × Sn−1(c2) or Hn−1(c1) × S1(c2) is, in par-
ticular, called a hyperbolic cylinder or a spherical cylinder in Sn+1

1 (c).
From above, we know that the hyperbolic cylinder or spherical cylinder

has two distinct principal curvatures one of which is simple. Without loss of
generality, we can denote the two distinct principal curvatures by λ and µ, and
say that λ has multiplicity n − 1 and µ has multiplicity 1. Therefore, from
(1.1), we obtain

Ck
nHk = Ck

n−1λ
k + Ck−1

n−1λ
k−1µ,

this implies that

(1.5) λk−1[(n− k)λ + kµ] = nHk.

For the hyperbolic cylinder H1(c1) × Sn−1(c2) and the spherical cylinder
Hn−1(c1) × S1(c2) in Sn+1

1 (c), we know that λ 6= 0, µ 6= 0 and λ and µ sat-
isfy

(1.6) λµ = c.

From (1.2), we have

(1.7) µ =
n

k
Hkλ

1−k − n− k
k

λ.

From (1.6) and (1.7), we know that λ satisfies

−n
k
Hkλ

2−k +
n− k
k

λ2 + c = 0,

that is,
ckλk−2 + (n− k)λk − nHk = 0.

Putting t = λk, we have

(1.8) ckt
k−2
k + (n− k)t− nHk = 0,

and the squared norm of the second fundamental form of the hyperbolic cylin-
der H1(c1)× Sn−1(c2) or the spherical cylinder Hn−1(c1)× S1(c2) is

S = (n− 1)λ2 + c2λ−2 = (n− 1)t2/k + c2t−2/k,

where t satisfies (1.8).
Denote by PHk

(t) the following function

(1.9) PHk
(t) = ckt

k−2
k + (n− k)t− nHk, (t > 0, Hk > 0),

where c > 0 and H
2/k
k < c. From Lemma (3.21), we know that (1.9) has a

positive real root t1.
We shall prove the following result:

Main Theorem. Let Mn be an n-dimensional (n ≥ 3) complete connected
space-like hypersurface in an (n + 1)-dimensional de Sitter space Sn+1

1 (c) with
constant k-th mean curvature Hk > 0(k < n) and with two distinct principal
curvatures. Then
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(1) if the multiplicities of both principal curvatures are greater than 1, then
Mn is isometric to the Riemannian productHm(c1)×Sn−m(c2), where 1

c1
+ 1

c2
= 1

c ,
c1 < 0, c2 > 0 and 1 < m < n− 1.

(2) if one of the both principal curvatures is simple and H
2/k
k < c, then Mn

is isometric to the hyperbolic cylinder H1(c1) × Sn−1(c2) or spherical cylinder
Hn−1(c1)× S1(c2), 1

c1
+ 1

c2
= 1

c , c1 < 0, c2 > 0, if one of the following conditions
is satisfied:

(i) the sectional curvature of Mn is non-negative on Mn, or

(ii) S ≤ (n− 1)t2/k1 + c2t
−2/k
1 on Mn, where k > 2 or

(iii) S ≥ (n − 1)t2/k1 + c2t
−2/k
1 on Mn, where k > 2 and t1 is the positive real

root of (1.9).

Remark (1.10). If c = 1, k = 1 and k = 2, the result of (1) in Main Theorem
was proved by A. Brasil Jr et al. [9] and Z. Hu et al. [7], respectively.

Remark (1.11). We know that if c = 1 and k = 2, Z. Hu et al. [7] obtained
an interesting result, see Theorem (1.3). In this paper, we extend recent result
of Z. Hu et al. [7] to the case k > 2.

2. Preliminaries

LetMn be ann-dimensional space-like hypersurface in an (n+1)-dimensional
de Sitter space Sn+1

1 (c). We choose a local field of semi-Riemannian orthonor-
mal frames {e1, . . . , en+1} in Sn+1

1 (c) such that at each point of Mn, {e1, . . . , en}
span the tangent space of Mn and form an orthonormal frame there. We use
the following convention on the range of indices:

1 ≤ A,B,C, · · · ≤ n + 1; 1 ≤ i, j, k, · · · ≤ n.

Let {ω1, . . . , ωn+1} be the dual frame field so that the semi-Riemannian metric
ofSn+1

1 (c) is given byds̄2 =
∑
i

ω2
i−ω2

n+1 =
∑
A

εAω
2
A, where εi = 1 and εn+1 = −1.

The structure equations of Sn+1
1 (c) are given by

(2.1) dωA =
∑
B

εBωAB ∧ ωB, ωAB + ωBA = 0,

(2.2) dωAB =
∑
C

εCωAC ∧ ωCB + ΩAB,

where

(2.3) ΩAB = −1
2

∑
C,D

KABCDωC ∧ ωD,

(2.4) KABCD = εAεBc(δACδBD − δADδBC).

Restrict these forms to Mn, we have

(2.5) ωn+1 = 0.
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Cartan’s Lemma implies that

(2.6) ωn+1i =
∑
j

hijωj , hij = hji.

The structure equations of Mn are

(2.7) dωi =
∑
j

ωij ∧ ωj , ωij + ωji = 0,

(2.8) dωij =
∑
k

ωik ∧ ωkj −
1
2

∑
k,l

Rijklωk ∧ ωl,

(2.9) Rijkl = c(δikδjl − δilδjk)− (hikhjl − hilhjk),

where Rijkl are the components of the curvature tensor of Mn and

(2.10) h =
∑
i,j

hijωi ⊗ ωj

is the second fundamental form of Mn.
From the above equation, we have

(2.11) n(n− 1)(r− c) = S − n2H2,

where n(n − 1)r is the scalar curvature of Mn, H is the mean curvature, and
S =

∑
i,j

h2
ij is the squared norm of the second fundamental form of Mn.

We choose e1, · · · , en such that hij = λiδij . From (2.6) we have

(2.12) ωn+1i = λiωi, i = 1, 2, · · · , n.
Hence, we have from the structure equations of Mn

(2.13)

dωn+1i = dλi ∧ ωi + λidωi

= dλi ∧ ωi + λi
∑
j

ωij ∧ ωj .

On the other hand, we have for the curvature forms of Sn+1
1 (c),

(2.14)

Ωn+1i = − 1
2

∑
C,D

Kn+1iCDωC ∧ ωD

= 1
2

∑
C,D

c(δn+1CδiD − δn+1DδiC)ωC ∧ ωD

= cωn+1 ∧ ωi = 0.

Therefore, from the structure equations of Sn+1
1 (c), we have

(2.15)
dωn+1i =

∑
j

ωn+1j ∧ ωji − ωn+1n+1 ∧ ωn+1i + Ωn+1i

=
∑
j

λjωij ∧ ωj .

From (2.13) and (2.15), we obtain

(2.16) dλi ∧ ωi +
∑
j

(λi − λj)ωij ∧ ωj = 0.

Putting

(2.17) ψij = (λi − λj)ωij .
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Then ψij = ψji. (2.16) can be written as

(2.18)
∑
j

(ψij + δijdλj) ∧ ωj = 0.

By E. Cartan’s Lemma, we get

(2.19) ψij + δijdλj =
∑
k

Qijkωk,

where Qijk are uniquely determined functions such that Qijk = Qikj .
On the other hand, since the covariant derivative of the second fundamental

form hij of Mn is defined by∑
k

hijkωk = dhij +
∑
k

hikωkj +
∑
k

hkjωki,

from hij = λiδij , we have∑
k

hijkωk = δjidλj + (λi − λj)ωij .

Combining with (2.19), we know that Qijk = hijk. From (2.6) and the Codazzi
equations hijk = hikj , we have hijk = hjik = hikj , that is

(2.20) Qijk = Qjik = Qikj .

3. Proof of Main Theorem

We firstly state a Proposition which can be proved by making use of the
similar method due to Otsuki [13] for Riemannian space forms (see [7]).

Proposition (3.1). Let Mn be a hypersurface in an (n+1)-dimensional de
Sitter space Sn+1

1 (c) such that the multiplicities of the principal curvatures are
constant. Then the distribution of the space of the principal vectors correspond-
ing to each principal curvature is completely integrable. In particular, if the
multiplicity of a principal curvature is greater than 1, then this principal curva-
ture is constant on each integral submanifold of the corresponding distribution
of the space of the principal vectors.

Proof of (1) in Main Theorem. Let λ and µ be the two distinct principal
curvatures of multiplicities m and n −m respectively, where 1 < m < n − 1.
From (1.4), we have

Ck
nHk =

∑
1≤i1<i2<···<ik≤n

λi1 · · · λik ,

this is always a equality of Hk, λ and µ, we can denote it by

(3.2) Ck
nHk = F (λ, µ).

Denote by Dλ and Dµ the integral submanifolds of the corresponding distri-
bution of the space of principal vectors corresponding to the principal curvature
λ andµ, respectively. From Proposition (3.1), we know that λ is constant onDλ.
Since the k-th mean curvature Hk is constant, (3.2) implies that µ is constant
on Dλ. By making use of Proposition (3.1) again, we have µ is constant on Dµ.
Therefore, we know that µ is constant on Mn. By the same assertion we know
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that λ is constant on Mn. Therefore Mn is isoparametric. By the congruence
Theorem of Abe, Koike and Yamaguchi [1], we know that Mn is isometric to
the Riemannian product Hm(c1)× Sn−m(c2), where 1

c1
+ 1

c2
= 1

c , c1 < 0, c2 > 0
and 1 < m < n− 1. This completes the proof of (1) in Main Theorem.

From now on, we consider that n(n ≥ 3)-dimensional complete connected
space-like hypersurface with constant k-th mean curvature Hk > 0 (k < n)
and with two distinct principal curvatures, one of which is simple. Without
loss of generality, we may assume

λ1 = λ2 = · · · = λn−1 = λ, λn = µ,

where λi for i = 1, 2, · · · , n are the principal curvatures of Mn. Therefore, we
obtain

Ck
nHk = Ck

n−1λ
k + Ck−1

n−1λ
k−1µ,

this implies that

(3.3) λk−1[(n− k)λ + kµ] = nHk.

For k ≥ 2, if λ = 0 at some point, from (3.2), we have Hk = 0 at this point,
this is a contradiction to the fact that Hk > 0. By changing the orientation
for Mn and renumbering e1, . . . , en if necessary, we may assume that λ > 0.
Therefore, we have for all k

(3.4) µ =
n

k
Hkλ

1−k − n− k
k

λ.

Since

λ− µ = n
λk −Hk

kλk−1 6= 0,

we know that λk −Hk 6= 0.
Let $ = |λk −Hk|−

1
n . We denote the integral submanifold through x ∈Mn

corresponding to λ by Mn−1
1 (x). Putting

(3.5) dλ =
n∑

k=1

λ,k ωk, dµ =
n∑

k=1

µ,k ωk.

From Proposition (3.1), we have

(3.6) λ,1 = λ,2 = · · · = λ,n−1 = 0 on Mn−1
1 (x).

From (3.4), we have

(3.7) dµ = [
n(1− k)

k
Hkλ

−k − n− k
k

]dλ.

Thus, we also have

(3.8) µ,1 = µ,2 = · · · = µ,n−1 = 0 on Mn−1
1 (x).

In this case, we may consider locally that λ is a function of the arc length s of
the integral curve of the principal vector field en corresponding to the principal
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curvature µ. From (2.19) and (3.6), we have for 1 ≤ j ≤ n− 1,

(3.9)

dλ = dλj =
n∑

k=1

Qjjkωk

=
n−1∑
k=1

Qjjkωk + Qjjnωn = λ,n ωn.

Therefore, we have

(3.10) Qjjk = 0, 1 ≤ k ≤ n− 1, and Qjjn = λ,n .

By (2.19) and (3.8), we have

(3.11)

dµ = dλn =
n∑

k=1

Qnnkωk

=
n−1∑
k=1

Qnnkωk + Qnnnωn =
n∑
i=1

µ,i ωi = µ,n ωn, .

Hence, we obtain

(3.12) Qnnk = 0, 1 ≤ k ≤ n− 1, and Qnnn = µ,n .

From (3.7), we get

(3.13) Qnnn = µ,n = [
n(1− k)

k
Hkλ

−k − n− k
k

]λ,n .

From the definition of ψij , if i 6= j, we have ψij = 0 for 1 ≤ i ≤ n − 1 and
1 ≤ j ≤ n − 1. Therefore, from (2.19), if i 6= j and 1 ≤ i ≤ n − 1 and
1 ≤ j ≤ n− 1 we have

(3.14) Qijk = 0, for any k.

By (2.19), (2.20), (3.10), (3.12), (3.13) and (3.14), we get

(3.15)
ψjn =

n∑
k=1

Qjnkωk

= Qjjnωj + Qjnnωn = λ,n ωj .

From (2.19), (3.4) and (3.15) we have

(3.16)
ωjn =

ψjn
λ− µ

=
λ,n
λ− µ

ωj

=
kλk−1λ,n
n(λk −Hk)

ωj .

Therefore, from the structure equations of Mn we have

dωn =
n−1∑
k=1

ωk ∧ ωkn + ωnn ∧ ωn = 0.

Therefore, we may put ωn = ds. By (3.9) and (3.11), we get

dλ = λ,n ds, λ,n =
dλ

ds
,
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and

dµ = µ,n ds, µ,n =
dµ

ds
.

Then we have

(3.17)
ωjn =

kλk−1λ,n
n(λk −Hk)

ωj =
kλk−1 dλ

ds

n(λk −Hk)
ωj

=
d{log |λk −Hk|

1
n }

ds
ωj .

From (3.17) and the structure equations of Sn+1
1 (c), we have

dωjn =
n−1∑
k=1

ωjk ∧ ωkn + ωjn ∧ ωnn − ωjn+1 ∧ ωn+1n + Ωjn

=
n−1∑
k=1

ωjk ∧ ωkn − ωjn+1 ∧ ωn+1n − cωj ∧ ωn

=
d{log |λk −Hk|

1
n }

ds

n−1∑
k=1

ωjk ∧ ωk − (c − λµ)ωj ∧ ds.

From (3.17), we have

dωjn =
d2{log |λk −Hk|

1
n }

ds2 ds ∧ ωj +
d{log |λk −Hk|

1
n }

ds
dωj

=
d2{log |λk −Hk|

1
n }

ds2 ds ∧ ωj +
d{log |λk −Hk|

1
n }

ds

n∑
k=1

ωjk ∧ ωk

= {−d
2{log |λk −Hk|

1
n }

ds2 + [
d{log |λk −Hk|

1
n }

ds
]2}ωj ∧ ds

+
d{log |λk −Hk|

1
n }

ds

n−1∑
k=1

ωjk ∧ ωk.

From the above two equalities, we have

(3.18)
d2{log |λk −Hk|

1
n }

ds2 − {d{log |λk −Hk|
1
n }

ds
}2 − (c − λµ) = 0.

From (3.4) we get

(3.19)

d2{log |λk −Hk|
1
n }

ds2 − {d{log |λk −Hk|
1
n }

ds
}2

+
n

k
Hkλ

2−k − n− k
k

λ2 − c = 0.

Since we define $ = |λk −Hk|−
1
n , we obtain from the above equation

(3.20)
d2$

ds2 + $
ckλk−2 + (n− k)λk − nHk

kλk−2 = 0.

We can prove the following Lemmas:



128 SHICHANG SHU AND SANYANG LIU

Lemma (3.21). Let

PHk
(t) = ckt

k−2
k + (n− k)t− nHk, (t > 0, Hk > 0, k > 2).

where c > 0 and H
2/k
k < c. Then PHk

(t) has a positive real root t1 and

(i) if t > Hk, then PHk
(t) > 0;

(ii) if t < Hk, then t ≥ t1 holds if and only if PHk
(t) ≥ 0 and t ≤ t1 holds if

and only if PHk
(t) ≤ 0.

Proof. We have

(3.22)
dPHk

(t)
dt

= c(k − 2)t−2/k + (n− k).

For k > 2, we easily see that

dPHk
(t)

dt
> 0,

it follows that PHk
(t) is a strictly monotone increasing function of t and

limt→+∞ PHk
(t) = +∞. For k > 2, we have PHk

(0) = −nHk < 0, There-
fore, from the continuity property of PHk

(t), we infer that PHk
(t) has a positive

real root, which can be denoted by t1.
Now we prove the second part of Lemma (3.21).
Since k > 2, we know that PHk

(t) is a strictly monotone increasing func-
tion of t and has a positive real root t1. From H

2/k
k < c, we have PHk

(Hk) =

kH
k−2
k

k (c − H
2/k
k ) > 0. Thus, we have Hk > t1. Therefore, from the strictly

monotone increasing property of PHk
(t), we know that (i) if t > Hk, then

PHk
(t) > PHk

(Hk) > 0, (ii) if t < Hk, then t ≥ t1 holds if and only if
PHk

(t) ≥ PHk
(t1) = 0 and t ≤ t1 holds if and only if PHk

(t) ≤ PHk
(t1) = 0.

We complete the proof of Lemma (3.21).

Lemma (3.23). Let

S(t) =
1

k2t(2k−2)/k {(n− 1)k2t2 + [nHk − (n− k)t]2}, (t > 0, Hk > 0, k > 2),

where c > 0 and H
2/k
k < c. If t ≤ Hk, then t ≥ t1 holds if and only if S(t) ≤

(n− 1)t2/k1 + c2t
−2/k
1 and t ≤ t1 holds if and only if S(t) ≥ (n− 1)t2/k1 + c2t

−2/k
1 ,

where t1 is the positive real root of (1.9).

Proof. We have

dS(t)
dt

=
2t(2−3k)/k

k3 {(n2 − 2nk + nk2)t2 + n(k − 2)(n− k)Hkt + (1− k)n2H2
k} ,

it follows that the solution of dS(t)
dt = 0 is t = Hk. Therefore, we know that

t ≤ Hk holds if and only if S(t) is a decreasing function, t ≥ Hk holds if and
only if S(t) is an increasing function and S(t) obtain its minimum at t = Hk

(also see [17]).
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Since t ≤ Hk if and only if S(t) is a decreasing function, we infer that if
t ≤ Hk, then t ≥ t1 holds if and only if

S(t) ≤ S(t1) =
1

k2t
(2k−2)/k
1

{(n− 1)k2t21 + [nHk − (n− k)t1]2}

=
1

k2t
(2k−2)/k
1

{(n− 1)k2t21 + [nHk − (n− k)t1 − ckt
k−2
k

1 + ckt
k−2
k

1 ]2}

=
1

k2t
(2k−2)/k
1

{(n− 1)k2t21 + [−PHk
(t1) + ckt

k−2
k

1 ]2}

= (n− 1)t2/k1 + c2t
−2/k
1 ,

and t ≤ t1 holds if and only if S(t) ≥ S(t1) = (n− 1)t2/k1 + c2t
−2/k
1 . We complete

the proof of Lemma (3.23).

Lemma (3.24). If H2/k
k < c, then the positive function $ is bounded.

Proof. From the definition of $ and (3.20), we have

(3.25)

d2$

ds2 + $[−n
k
Hk(Hk + $−n)

2
k−1

+
n− k
k

(Hk + $−n)
2
k + c] = 0 , for λk −Hk > 0 ,

or

(3.26)

d2$

ds2 + $[−n
k
Hk(Hk −$−n)

2
k−1

+
n− k
k

(Hk −$−n)
2
k + c] = 0, for λk −Hk < 0.

By making use of the following integral formula∫
um(a + buq)pdu =

um+1(a + buq)p

pq + m + 1
+

apq

pq + m + 1

∫
um(a + buq)p−1du,

where all m,p, q, a, b are not zero and all m,p, q are rational number, we have

−n− k
k

∫
$(Hk ±$−n)

2
k d$ =

1
2
$2(Hk ±$−n)

2
k

− n

k
Hk

∫
$(Hk ±$−n)

2
k−1d$.

Integrating (3.25) or (3.26), we can get

(
d$

ds
)2 + c$2 −$2(Hk + $−n)

2
k = C, for λk −Hk > 0,

or

(
d$

ds
)2 + c$2 −$2(Hk −$−n)

2
k = C, for λk −Hk < 0,

where C is a constant. Therefore, we have

(3.27) $2[c − (Hk + $−n)
2
k ] ≤ C, for λk −Hk > 0,

or

(3.28) $2[c − (Hk −$−n)
2
k ] ≤ C, for λk −Hk < 0.



130 SHICHANG SHU AND SANYANG LIU

Since we assume thatH2/k
k < c, we have c−H2/k

k > 0, from (3.27) and (3.28),
we infer that the positive function $ is bounded from above. We complete the
proof of Lemma (3.24).

Proof of (2) in Main Theorem. (i) From (3.18), we have

(3.29)
d2$

ds2 + $(c − λµ) = 0 .

If the sectional curvature of Mn is non-negative, that is, for i 6= j, Rijij =
c − λiλj ≥ 0, we have c − λµ ≥ 0. From (3.29), we have d2$

ds2 ≤ 0. Thus, d$
ds is

a monotonic function of s ∈ (−∞,+∞). Therefore, by the similar assertion in
Wei [16], we have $(s) must be monotonic when s tends to infinity. Since we
assume that H2/k

k < c, from Lemma (3.24), we know that the positive function
$(s) is bounded. Since$(s) is bounded and monotonic when s tends to infinity,
we know that both lims→−∞$(s) and lims→+∞$(s) exist and then we get

(3.30) lim
s→−∞

d$(s)
ds

= lim
s→+∞

d$(s)
ds

= 0.

From the monotonicity of d$(s)
ds , we have d$(s)

ds ≡ 0 and $(s) = constant. From
$ = |λk−Hk|−

1
n and (3.3), we have λ andµ are constant, that is,Mn is isopara-

metric. Therefore, by the congruence Theorem of Abe, Koike and Yamaguchi
[1], we know that Mn is isometric to the hyperbolic cylinder H1(c1)× Sn−1(c2)
or spherical cylinder Hn−1(c1)× S1(c2), 1

c1
+ 1

c2
= 1

c , c1 < 0, c2 > 0.

(ii) If S ≤ (n−1)t2/k1 +c2t
−2/k
1 , putting t = λk, we obtain that S = S(t). From

(3.20), we have

(3.31)
d2$

ds2 + $
1

kt(k−2)/k PHk
(t) = 0.

Since

λ− µ = n
λk −Hk

kλk−1 6= 0,

we know that λk − Hk 6= 0. Thus, we have t 6= Hk. We consider two cases
t > Hk or t < Hk.

If t > Hk, from Lemma (3.21), we know that PHk
(t) > 0. From (3.31),

we have d2$(s)
ds2 < 0. This implies that d$(s)

ds is a strictly monotone decreasing
function of s and thus it has at most one zero point for s ∈ (−∞,+∞). If
d$(s)
ds has no zero point in (−∞,+∞), then $(s) is a monotone function of s in

(−∞,+∞). If d$(s)
ds has exactly one zero point s0 in (−∞,+∞), then $(s) is a

monotone function of s in both (−∞, s0] and [s0,+∞).
On the other hand, from Lemma (3.24), we know that $(s) is bounded.

Since $(s) is bounded and monotonic when s tends to infinity, we know that
both lims→−∞$(s) and lims→+∞$(s) exist and (3.30) holds. This is impossible
because d$(s)

ds is a strictly monotone decreasing function of s. Therefore, we
know that the case t > Hk does not occur.

If t < Hk, from Lemma (3.21), Lemma (3.23) and (3.31), we have S(t) ≤
(n − 1)t2/k1 + c2t

−2/k
1 = S(t1) holds if and only if t ≥ t1 if and only if PHk

(t) ≥ 0
and if and only if d2$

ds2 ≤ 0. Thus d$
ds is a monotonic function of s ∈ (−∞,+∞).

Since we assume that H2/k
k < c, from Lemma (3.24), we know that the positive
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function $(s) is bounded. By the same assertion in the proof of (i) in (2), we
know that λ and µ must be constant, that is, Mn is isoparametric. By the
congruence Theorem of Abe, Koike and Yamaguchi [1], we know that Mn is
isometric to the hyperbolic cylinder H1(c1) × Sn−1(c2) or spherical cylinder
Hn−1(c1)× S1(c2), 1

c1
+ 1

c2
= 1

c , c1 < 0, c2 > 0.

(iii) If S ≥ (n − 1)t2/k1 + c2t
−2/k
1 , by the similar assertion in the case (ii),

we know that Mn is isometric to the hyperbolic cylinder H1(c1) × Sn−1(c2) or
spherical cylinderHn−1(c1)×S1(c2), 1

c1
+ 1

c2
= 1

c , c1 < 0, c2 > 0. This completes
the proof of (2) in Main Theorem.
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